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ABSTRACT
Two typical forms of bias in user interaction data with recommender
systems (RSs) are popularity bias and positivity bias, whichmanifest
themselves as the over-representation of interactions with popular
items or items that users prefer, respectively. Debiasing methods
aim to mitigate the effect of selection bias on the evaluation and
optimization of RSs. However, existing debiasing methods only
consider single-factor forms of bias, e.g., only the item (popularity)
or only the rating value (positivity). This is in stark contrast with the
real world where user selections are generally affected by multiple
factors at once. In this work, we consider multifactorial selection
bias in RSs. Our focus is on selection bias affected by both item and
rating value factors, which is a generalization and combination of
popularity and positivity bias. While the concept of multifactorial
bias is intuitive, it brings a severe practical challenge as it requires
substantially more data for accurate bias estimation. As a solution,
we propose smoothing and alternating gradient descent techniques
to reduce variance and improve the robustness of its optimization.
Our experimental results reveal that, with our proposed techniques,
multifactorial bias corrections are more effective and robust than
single-factor counterparts on real-world and synthetic datasets.
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1 INTRODUCTION
Rating prediction is a fundamental recommender system (RS) task
where the goal is to predict user ratings on items. The task facilitates
personalized recommendations to improve user satisfaction [6, 42,
43]. Rating prediction methods that are learned from user ratings
can be biased as user interactions with RSs are subject to severe
selection bias [32, 37, 41, 48, 49]. The effects of such bias can produce
systematic errors in user preference prediction [18, 48, 58] and result
in problems of over-specialization [3], filter bubbles [35, 39], and
unfairness [10]. Two influential types of bias present in user rating
behavior are popularity bias [8, 41, 49] and positivity bias [41],
which arise as users are more likely to rate popular items or items
that they prefer, respectively.
Single-factor bias. Widely-used methods for mitigating the effect
of selection bias in user ratings make use of inverse propensity scor-
ing (IPS) [20] and integrate it into the learning process [18, 21, 48].
Given the propensity of a rating, i.e., the probability of the cor-
responding user rating the specific item, IPS weights each rat-
ing inversely to their propensity, and, thereby, corrects for the
over-representation resulting from selection bias. The predominant
model of popularity bias in previous work assumes that the propen-
sity values only depend on the corresponding item. For positivity
bias, the propensity values are assumed to only depend on the cor-
responding rating value. These single-factor propensity models can
provide unbiased estimations with IPS, given that their assump-
tions about the factors that determine the selection bias in user
data are correct. However, real-world user decisions about rating
items generally depend on more than one factor, a scenario that
existing methods do not address in practice [14, 19, 41].
Multifactorial bias. We consider a multifactorial bias that is de-
termined by two factors, i.e., item and rating value. This can be
seen as a generalization of popularity and positivity bias that com-
bines the essential properties of both. As we expect multifactorial
bias to better capture actual user behavior, we also expect that
the resulting propensities will lead to a better performance of IPS-
based debiasing methods. To estimate multifactorial bias, existing
propensity estimation methods [48], based on naive Bayes or lo-
gistic regression, can simply be used by accommodating multiple
factors. Surprisingly, there is a lack of studies comparing the per-
formance of IPS-based debiasing methods using single-factor bias
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estimation against those using such a multifactorial bias estimation.
This raises questions about the practical utility of multifactorial
bias estimation and correction. Moreover, our experimental results
on real-world datasets indicate that existing multifactorial bias es-
timation methods lead to unstable performance when applied to
IPS-based debiasing methods. This could potentially explain their
limited adoption in practice.

The practical challenges associated with multifactorial bias arise
as the consideration of multiple factors greatly increases problems
of data sparsity [12, 42]. For comparison, single-factor popularity
bias estimation is based on the observation frequency of ratings
per item, i.e., how many users have rated an item. Single-factor
positivity bias estimation is based on the difference in frequency
of rating values between naturally observed ratings and a (small)
unbiased dataset, i.e., how much more often or less often a rating
value is observed in natural user interactions than when users rate
randomly sampled items. Both single-factor estimation techniques
already have to deal with severe sparsity, as most items are not very
popular and often only very little unbiased data is available [7, 12,
42]. Multifactorial bias estimation exacerbates this sparsity problem
as it has to consider the frequencies of combinations of items and
rating values. As a result, before a multifactorial bias approach can
be effective, one has to first overcome this severe data-efficiency
problem.
Contributions and findings. In this work, we develop a propen-
sity estimation method for multifactorial bias that is determined by
item and rating value factors. The results of our proposed multifac-
torial bias propensity estimation are integrated with an IPS-based
debiasing method to correct for multifactorial bias. To deal with
the severe sparsity problem multifactorial bias poses, we propose
the adoption of propensity smoothing technique and an alternating
gradient descent approach for more robust and stable IPS-based
optimization.

To evaluate our multifactorial method, we compare the IPS-based
debiasing method using our multifactorial bias estimation against
those using single-factor bias estimation on a selection of real-world
datasets: the Yahoo!R3 [32], Coat [48], and KuaiRec [16] datasets.
Our experimental results show the effectiveness of our multifac-
torial method over state-of-the-art single-factor counterparts. Fur-
thermore, we perform an extensive simulation-based experimental
analysis where the effect of each of the two factors is varied. The
results show that single-factor methods are only effective when
their corresponding factor dominates selection bias, but perform
poorly when the other factor is also important. In contrast, our
multifactorial approach has much more robust performance, as it is
always effective, regardless of how much effect each factor has, and
provides considerably better performance when both factors have
a substantial effect. This indicates that, once its sparsity problem is
dealt with, our multifactorial approach provides the safest choice
when it is unclear what factors determine selection bias.

2 CONCEPTUALIZATION OF SELECTION BIAS
In this section, we provide an overview of existing conceptualiza-
tions of selection bias, popularity bias, and positivity bias in the
context of RSs. Some concepts have seen varied definitions across

publications, potentially leading to confusion in their usage.
Selection bias. Ovaisi et al. [37] conclude that selection bias oc-
curs when a data sample is not representative of the underlying
data distribution. Primary studies delineate selection bias into two
principal categories [17, 44, 48, 55]: self-selection bias, where users
choose to interact with certain items more often, and algorithmic
bias, where items showing to users are highly dependent on the
algorithm in an RS. In this paper, we adopt a definition of selection
bias in line with Ovaisi et al. [37].

In some studies, the definition of selection bias slightly differs.
Chen et al. [10] constrain selection bias exclusively to self-selection
bias while delineating algorithmic bias as exposure bias. Exposure
bias could be known as “previous model bias” when the previ-
ous recommendation policy controls what items to show [28], or
“user-selection bias” in the scenario where the RS shows the items
according to users’ active search queries [54].
Popularity bias. Prior work mostly takes popularity to be a form
of selection bias defined by Ovaisi et al. [37] or exposure bias de-
fined by Chen et al. [10]. Popularity bias is often defined based
on two primary reasons for occurrence: users are more likely to
provide feedback on popular items [41, 49], and popular items
are recommended more frequently than their popularity would
warrant [2, 9, 31, 62]. Due to popularity bias, the observed logged
data reveals a concentration of user interactions on popular items,
shown as a long-tail distribution in the frequency of interactions
across items. Therefore, there exists a widely shared consensus that
popularity bias is closely associated with the long-tail phenome-
non [2, 10, 49].
Positivity bias. Positivity bias is another form of selection bias,
which is uniformly considered to refer to the scenario where users
rate more often the items they like [40, 41]. In contrast, a rarely
studied but relevant form of selection bias could occur when users
rate more often the items they dislike.1 These forms of bias can
contribute to a scenario where observed user ratings are character-
ized by a skewed rating distribution compared to the true rating
distribution [18, 41].

3 PRELIMINARIES
Before we define and address multifactorial bias specifically, we in-
troduce our problem setting, provide a formal definition of selection
bias, and summarize the IPS-based debiasing methods.

We follow the common RS setting where users from a setU =

{𝑢1, . . . , 𝑢𝑁 } give ratings on items from a set I = {𝑖1, . . . , 𝑖𝑀 } [50].
User preferences are explicitly shown by these ratings, 𝑦𝑢,𝑖 ∈ R =

{1, 2, 3, 4, 5} per user 𝑢 ∈ U and item 𝑖 ∈ I. In practice, logged
rating data D is often very sparse and subject to heavy selection
bias as it is unrealistic for all users to provide ratings for all items.
To indicate which ratings are available for optimization, we use
an observation indicator matrix 𝑶 ∈ {0, 1} |U | |I | , where 𝑜𝑢,𝑖 ∈ 𝑶
indicates whether the rating for user 𝑢 on item 𝑖 is recorded in
the logged data (𝑜𝑢,𝑖 = 1) or not (𝑜𝑢,𝑖 = 0). One can expect 𝑶
to be sparse and influenced by selection bias [18, 48, 49]. Next,
we define several forms of selection bias and discuss their effects

1We avoid the use of the term negativity bias, as it commonly denotes a scenario where
wrong impressions may sometimes outweigh good ones [4].
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on rating prediction methods that learn from logged rating data:
D = {(𝑢, 𝑖,𝑦𝑢,𝑖 ) | 𝑢 ∈ U, 𝑖 ∈ I, 𝑜𝑢,𝑖 = 1}.

3.1 Definition of selection bias
As discussed in Section 2, selection bias occurs if the process that
decides whether a user rates an item is not a random selection. We
formally define selection bias by using the propensities 𝑝𝑢,𝑖 , i.e., the
probabilities of a user rating an item: 𝑝𝑢,𝑖 = 𝑃 (𝑜𝑢,𝑖 = 1 | 𝑢, 𝑖,𝑦𝑢,𝑖 ).

Definition 3.1 (Selection bias). Logged rating data D is subject to
selection bias if not every rating propensity has the same value:

Selection-bias(D) ⇐⇒ ∃𝑢,𝑢′ ∈ U , ∃𝑖, 𝑖′ ∈ I, 𝑝𝑢,𝑖 ≠ 𝑝𝑢′,𝑖′ . (1)

We further provide the following definitions of two influential forms
of selection bias – positivity bias and popularity bias – to match
our usage of the terms:

Definition 3.2 (Positivity bias). Logged rating data D is subject
to positivity bias if propensities only depend on their rating values
(Fig. 1a) and higher ratings correspond to higher propensities:

Positivity-bias(D) ⇐⇒
(
Selection-bias(D) ∧

∀𝑢,𝑢′ ∈ U,∀𝑖, 𝑖′ ∈ I,
(
𝑦𝑢,𝑖 > 𝑦𝑢′,𝑖′ ←→ 𝑝𝑢,𝑖 > 𝑝𝑢′,𝑖′

) )
.
(2)

Definition 3.3 (Popularity bias). Logged rating data D is subject
to popularity bias if the propensities of ratings only depend on
which item they correspond to (Fig. 1b):

Popularity-bias(D) ⇐⇒
(
Selection-bias(D) ∧

∀𝑢,𝑢′ ∈ U,∀𝑖, 𝑖′ ∈ I,
(
𝑖 = 𝑖′ −→ 𝑝𝑢,𝑖 = 𝑝𝑢′,𝑖′

) )
.
(3)

As discussed in Section 2, the definition of each form of bias exclu-
sively focuses on the presence of its corresponding factor influences,
excluding consideration of any other factors or biases. Importantly,
our definitions only consider what variables the propensities of rat-
ings depend on. Thereby, our usage of the terms is only concerned
with the specific pattern the selection bias follows, and not with its
resulting effects. In this regard, our approach contrasts with prior
work that identifies types of selection bias by the highly-skewed
rating distributions that they can produce [1, 10, 41, 49]. For exam-
ple, a long-tailed rating distribution where a few items receive the
most ratings (e.g., Fig. 2b) is sometimes referred to as popularity
bias or evidence thereof [1, 10, 49]. Similarly, a difference between
rating value frequencies from natural user behavior and ratings on
randomly sampled items (e.g., Fig. 2a) is sometimes referred to as
(evidence of) positivity bias [41].

However, these skewed distributions can occur for many reasons,
and therefore, it is difficult to use their observation as evidence for
a specific form of selection bias. For example, a long-tailed rating
distribution could result from positivity bias per Definition 3.2: if
there are only a few items with high rating values then these items
will get the most ratings. Vice versa, the differences between rating
distributions could result from popularity bias per Definition 3.3 in
a case where the more popular items happen to have a higher rating
on average (see Fig. 2c). To avoid this ambiguity and since our focus
is on how selection bias should be modeled, we explicitly choose to
base our definitions around the dependencies of propensities and
will use the terms popularity bias and positivity bias accordingly.

I Y

O

(a)

I Y

O

(b)

I Y

O

(c)
Figure 1: The dependency between observance (O), items
(I), and rating values (Y) for different bias assumptions: (a)
Positivity bias: propensities only depend on rating values;
(b) Popularity bias: propensities only depend on items; (c)
Multifactorial bias: propensities depend on both factors.

3.2 Rating prediction from user ratings
Our goal is to optimize an RS model that best predicts the user rat-
ings across all items. This is achieved by minimizing a loss function
that compares the actual ratings 𝑦𝑢,𝑖 and the predicted ratings 𝑦𝑢,𝑖 :

L =
1

|U| |I|
∑︁
𝑢∈U

∑︁
𝑖∈I

𝛿 (𝑦𝑢,𝑖 , 𝑦𝑢,𝑖 ), (4)

where the comparison function 𝛿 can be an RS metric, i.e., the com-
monly-used mean squared error (MSE): 𝛿 (𝑦𝑢,𝑖 , 𝑦𝑢,𝑖 ) = (𝑦𝑢,𝑖 −𝑦𝑢,𝑖 )2.

The loss function in Eq. 4 represents our ideal goal but assumes
that all ratings are available, something that is rarely the case in
practice. A straightforward but naive estimate of the ideal goal is
to average over the observed ratings in the logged data D:

LNaive =
1
|D|

∑︁
𝑢,𝑖∈D

𝛿 (𝑦𝑢,𝑖 , 𝑦𝑢,𝑖 ). (5)

However, this naive estimate ignores the effect of selection bias and
assumes that every rating is equally probable to be observed [48].
As a result, if logged data D is subject to selection bias, it is biased
by rating propensities:

E𝑜 [LNaive] =
1
|D|

∑︁
𝑢∈U

∑︁
𝑖∈I

𝑝𝑢,𝑖 𝛿 (𝑦𝑢,𝑖 , 𝑦𝑢,𝑖 ) ̸∝ L . (6)

3.3 IPS-based debiasing method
To mitigate the effect of selection bias, widely-used methods make
use of inverse propensity scoring (IPS) [20] and integrate it into the
learning process [18, 21, 48]. IPS weights each rating inversely to
its propensity, 𝑝𝑢,𝑖 , and, thereby, corrects for the over- and under-
representation resulting from selection bias:

LIPS =
1

|U| |I|
∑︁

𝑢,𝑖∈D

𝛿 (𝑦𝑢,𝑖 , 𝑦𝑢,𝑖 )
𝑝𝑢,𝑖

. (7)

Thus, IPS gives more weight to observed ratings with small propen-
sities and less weight to those with large propensities. As E𝑜 [𝑜𝑢,𝑖 ] =
𝑝𝑢,𝑖 , the IPS loss provides an unbiased estimate of L:

E𝑜 [LIPS] =
1

|U| |I|
∑︁
𝑢

∑︁
𝑖

E𝑜 [𝑜𝑢,𝑖 ]
𝑝𝑢,𝑖

𝛿 (𝑦𝑢,𝑖 , 𝑦𝑢,𝑖 ) = L . (8)

Combined with a recommendation method, e.g., matrix factoriza-
tion (MF), IPS reduces the effect of bias in predicting user ratings.

3.4 Existing single-factor propensity estimation
IPS for rating estimation requires propensity estimation because
propensities cannot be observed directly, since the exact way users
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(c) Item group by item popularity.
Figure 2: Skewed distributions of (a) rating values or (b) item popularity in the logged training set (train) of the Yahoo!R3
dataset, and (c) the number and average ratings of items in a group that contains items with the number of interactions falling
within a certain interval are counted from logged user ratings on the self-selected songs in the Yahoo!R3 dataset.

decide to rate items is not directly accessible. Methods exist for
estimating propensities under our definitions of positivity bias
(Definition 3.2) and popularity bias (Definition 3.3). Importantly,
each existing method only corresponds to one of the definitions
and thus assumes that propensities only depend on a single factor.

The predominant method of positivity bias estimation in previ-
ous work uses Bayes’ rule [48]:

𝑝
pos
𝑢,𝑖

= 𝑃 (𝑜 = 1 | 𝑦 = 𝑦𝑢,𝑖 ) =
𝑃 (𝑦 = 𝑦𝑢,𝑖 | 𝑜 = 1) 𝑃 (𝑜 = 1)

𝑃 (𝑦 = 𝑦𝑢,𝑖 )
. (9)

The observation prior is estimated by the observation frequency:
𝑃 (𝑜 = 1) ≈ |D|/(|U| |I|), and the conditional rating-value proba-
bility estimate is the frequency of the rating in the observed data:
𝑃 (𝑦 = 𝑟 | 𝑜 = 1) ≈ ∑

𝑢,𝑖∈D 1[𝑦𝑢,𝑖 = 𝑟 ]/|D|. Finally, to estimate
the rating-value prior, a small sample of unbiased (missing com-
pletely at random (MCAR)) data M is used; such data could be
obtained by having users rate randomly sampled items. The prior
estimate is simply the rating-value frequency inM: 𝑃 (𝑦 = 𝑟 ) =∑
𝑢,𝑖∈M 1[𝑦𝑢,𝑖 = 𝑟 ]/|M|. Putting these components into Eq. 9, we

see that positivity bias propensities are estimated as follows:

𝑝
pos
𝑢,𝑖

= 𝑃 (𝑜 = 1 |𝑦 = 𝑦𝑢,𝑖 ) ≈
|M|∑𝑢′,𝑖′∈D 1[𝑦𝑢′,𝑖′ = 𝑦𝑢,𝑖 ]
|U||I|∑𝑢′,𝑖′∈M 1[𝑦𝑢′,𝑖′ = 𝑦𝑢,𝑖 ]

. (10)

The most widely-used model of popularity bias computes propensi-
ties on items based on item popularity [46, 57]:

𝑝
pop
𝑢,𝑖

= 𝑃 (𝑜 = 1 | 𝑖) ≈
∑
𝑢′ 𝑜𝑢′,𝑖∑

𝑢′
∑
𝑖′ 𝑜𝑢′,𝑖′

. (11)

These estimated propensities may be small, especially for tail items,
thus causing high variance in the IPS estimation. Propensity clip-
ping is usually used as a variance reduction technique [51]; it clips
propensity scores by a small value 𝜏 : 𝑝𝑢,𝑖 = max(𝑝𝑢,𝑖 , 𝜏). Here,
𝜏 trades off the bias and variance of the IPS estimation with the
clipped estimated propensities: If 𝜏 = 1, it approaches the naive
estimation, while if 𝜏 = 0, it approaches the unbiased estimation.

With the corresponding estimated propensities, the IPS estimator
can be used to mitigate the effect of popularity bias or positivity bias.
However, existing single-factor forms of bias do not account for the
fact that real-world user decisions toward rating items generally
depend on more than one factor [14, 19, 41].

4 CORRECTION FOR MULTIFACTORIAL BIAS
In contrast with existing single-factor models of bias, we consider
a multifactorial bias that is determined by two factors: the item and
rating value. After defining our multifactorial bias, we introduce a

stable propensity estimation method for it by adopting propensity
smoothing technique.We use IPS-based optimizationwith our novel
estimated propensities, resulting in an unbiased rating prediction
method that corrects for multifactorial bias.

4.1 Definition of multifactorial bias
Multifactorial bias occurs if the process that decides whether a user
provides a rating is not a random selection and is determined by
multiple factors. In this paper, we consider a specific multifactorial
bias that is determined by two factors: the item and rating value.

Definition 4.1 (Multifactorial bias). Logged rating data D is sub-
ject to multifactorial bias if the propensities of ratings depend on
which item they correspond to and their rating values (Fig. 1c):

Multifactorial-bias(D) ⇐⇒
(
Selection-bias(D) ∧ (12)

∀𝑢,𝑢′ ∈ U,∀𝑖, 𝑖′ ∈ I, (𝑖 = 𝑖′ ∧ 𝑦𝑢,𝑖 = 𝑦𝑢′,𝑖′ ) −→ 𝑝𝑢,𝑖 = 𝑝𝑢′,𝑖′
)
.

This definition encompasses any selection bias determined by both
item and rating value factors and can naturally be extended to
various types of multifactorial bias.

4.2 Propensity estimate for multifactorial bias
A novel method is required to estimate multifactorial propensities
𝑝𝑢,𝑖 = 𝑃 (𝑜 = 1 | 𝑦 = 𝑦𝑢,𝑖 , 𝑖) that vary over different combinations of
items and rating values.We propose to decompose themultifactorial
propensity with Bayes’ rule:

𝑝mul
𝑢,𝑖 = 𝑃 (𝑜 = 1 | 𝑦 = 𝑦𝑢,𝑖 , 𝑖) =

𝑃 (𝑦 = 𝑦𝑢,𝑖 , 𝑖 | 𝑜 = 1)𝑃 (𝑜 = 1)
𝑃 (𝑦 = 𝑦𝑢,𝑖 , 𝑖)

, (13)

and use a maximum likelihood estimate for each component. Our
observation prior estimate is the observation frequency: 𝑃 (𝑜 =

1) ≈ |D|/(|U| |I|). Our conditional joint rating-value and item
probability estimate is their frequency in the observation data D:

𝑃 (𝑦 = 𝑟, 𝑖 | 𝑜 = 1) ≈
∑︁

𝑢,𝑖′∈D 1[𝑖
′ = 𝑖 ∧ 𝑦𝑢,𝑖′ = 𝑟 ]/|D|, (14)

and our joint rating-value and item prior estimate is their joint
frequency in the small unbiased (MCAR) dataM:

𝑃 (𝑦 = 𝑟, 𝑖) ≈
∑︁

𝑢,𝑖′∈M 1[𝑖′ = 𝑖 ∧ 𝑦𝑢,𝑖′ = 𝑟 ]/|M|. (15)

While conceptually this propensity estimation is straightforward, it
brings a severe practical challenge as it relies on the frequencies of
combinations of items and rating values in the sparse observation
data D and the even sparser unbiased dataM. As a result, esti-
mates of the joint probabilities can be extremely small or even zero,
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and, thereby, potentially result in invalid propensity estimates or
extremely-high-variance IPS estimates.

To address these sparsity issues, we apply Laplace smoothing [30]
to both the estimations of the joint conditional probability and joint
prior. The conditional joint rating-value and item probability esti-
mate is smoothed with parameter 𝛼1:

𝑃 (𝑦 = 𝑟, 𝑖 | 𝑜 = 1) ≈
∑
𝑢,𝑖′∈D 1[𝑖′ = 𝑖 ∧ 𝑦𝑢,𝑖′ = 𝑟 ] + 𝛼1

|D| + 𝛼1 |I | |R|
. (16)

The estimated joint rating-value and item prior is smoothed by 𝛼2:

𝑃 (𝑦 = 𝑟, 𝑖) ≈∑
𝑢,𝑖′∈M 1[𝑦𝑢,𝑖′ = 𝑟 ]

|M|︸                      ︷︷                      ︸
Estimate of 𝑃 (𝑦=𝑟 ) .

·
∑
𝑢,𝑖′∈M 1[𝑖′ = 𝑖 ∧ 𝑦𝑢,𝑖′ = 𝑟 ] + 𝛼2∑

𝑢,𝑖′∈M 1[𝑦𝑢,𝑖′ = 𝑟 ] + 𝛼2 |I |︸                                        ︷︷                                        ︸
Smoothed estimate of 𝑃 (𝑖 |𝑦=𝑟 ) .

. (17)

Instead of directly smoothing the joint prior 𝑃 (𝑦 = 𝑟, 𝑖), we decom-
pose it into the product of the prior 𝑃 (𝑦 = 𝑟 ) and the conditional
𝑃 (𝑖 | 𝑦 = 𝑟 ) and only smooth the latter. We found that this provided
the most robust performance; most likely because item sparsity is
much more extreme than rating-value sparsity.

4.3 A debiasing method for multifactorial bias
Using the results of our multifactorial bias propensity estimation, a
rating prediction model can be optimized with IPS while accounting
for multifactorial bias. Following Schnabel et al. [48], we choose
inverse-propensity-scored matrix factorization (MF-IPS) as the de-
biased rating prediction method. With the propensity estimates
𝑝mul
𝑢,𝑖

, we have our multifactorial method: MF-IPS𝑀𝑢𝑙 . It minimizes
the multifactorial IPS estimate of the MSE between the predicted
ratings and the actual ratings with an added 𝐿2-regularization term:

LMF-IPS𝑀𝑢𝑙 (Θ) =
1
|D|

∑︁
𝑢,𝑖∈D

𝛿 (𝑦𝑢,𝑖 , 𝑦𝑢,𝑖 )
𝑝mul
𝑢,𝑖

+ _ | |Θ| |22, (18)

where a predicted rating is computed by a standard MF: 𝑦𝑢,𝑖 =

𝒑⊤𝑢 𝒒𝑖 +𝑎𝑢 +𝑏𝑖 +𝑐 , which is the inner-product of embedding vectors
𝒑𝑢 and 𝒒𝑖 for user 𝑢 and item 𝑖 , together with user, item and global
offsets 𝑎𝑢 , 𝑏𝑖 and 𝑐; and the parameter set Θ = {𝒑𝑢 , 𝒒𝑖 , 𝑎𝑢 , 𝑏𝑖 , 𝑐}
includes all parameters of MF.

In the optimization of our multifactorial method, we could follow
common stochastic gradient descent and iteratively sample a batch
of data and update parameter \ ∈ Θ according to gradient of the
loss function on each data batch using the Adam optimizer [22]:

\𝑡 = ADAM(\𝑡−1,∇\𝑡−1LMF-IPS𝑀𝑢𝑙 ) . (19)

However, we found this concurrent gradient descent method in IPS-
based optimization to be unstable in experiments on real-world data
(see Section 5). Many data batches contain widely varied propensity
estimates, and due to the very low propensities under multifactorial
bias, this appears to result in severe instability between updates.

An existing alternative to the concurrent gradient descent is
the alternating least squares (ALS) method [53]. ALS iteratively
alternates between optimizing user and item embeddings via least
squares to reduce optimization instability. The alternating updates
mitigate the effect of noise and outlier interactions [53]. We build
on the idea of alternating gradient descent from ALS and extend it

Algorithm 1: Our optimization method for MF-IPS𝑀𝑢𝑙

with our alternating gradient descent approach.
Input: Observed rating data: D; estimated propensities: 𝑝 .
Output: MF-IPS𝑀𝑢𝑙 parameters: 𝒑𝑢 , 𝒒𝑖 , 𝑎𝑢 , 𝑏𝑖 , 𝑐 .

1 Initialize parameters 𝒑𝑢 , 𝒒𝑖 , 𝑎𝑢 , 𝑏𝑖 , 𝑐;
2 while stop condition is not reached do

/* Epoch to update global & user embeddings and offsets. */

3 for each batch of (𝑢, 𝑖,𝑦𝑢,𝑖 ) in a random ordering ofD do
4 Update parameters 𝒑𝑢 , 𝑎𝑢 , 𝑐 according to Eq. 19;
5 end

/* Epoch to update item embeddings and offsets. */

6 for each batch of (𝑢, 𝑖,𝑦𝑢,𝑖 ) in a random ordering ofD do
7 Update parameters 𝒒𝑖 , 𝑏𝑖 according to Eq. 19;
8 end
9 end

to optimize generic loss functions using the Adam optimizer. Al-
gorithm 1 shows the procedure of optimizing MF-IPS𝑀𝑢𝑙 with our
alternating gradient descent method. It begins with parameter ini-
tialization, then updates parameters over multiple epochs according
to the loss on logged user ratings D. The optimization continues
until the stop condition is reached, e.g., decreasing performance on
the validation set or reaching a predefined number of epochs. Impor-
tantly, in each epoch, the item-related parameters 𝒒𝑖 , 𝑏𝑖 (line 6–8)
and other parameters 𝒑𝑢 , 𝑎𝑢 , 𝑐 (line 3–5) are updated independently
and alternately. Thereby, our optimization alternately updates a
subset of parameters while keeping the remaining parameters fixed
in each epoch. Our experimental results on real-world data indicate
this leads to increased stability and robustness (see Section 5).

This completes the description of our method to mitigate the
effects of multifactorial bias. It optimizes a MF model for rating
predictions using IPS with multifactorial bias propensity estimation
that considers both item and rating value factors. In addition, we
adopt propensity smoothing and alternating gradient descent to
make our multifactorial method feasible and robust in practice.

5 EXPERIMENTS ON REAL-WORLD DATA
Our experimental analysis on real-world datasets aims to answer
two research questions: (RQ1) Does our proposed multifactorial
method better mitigate the effect of bias in logged rating data than
existing single-factor debiasing methods? (RQ2) How do varying
smoothing parameters and our alternating gradient descent ap-
proach affect our multifactorial method?

5.1 Experimental setup
Our experiments are based on two real-world datasets: Yahoo!R3 [32]
and Coat [48], which are publicly available and widely used to eval-
uate debiasing methods.2 Both have a training set consisting of
biased ratings and a MCAR test set of user ratings on uniformly
randomly selected items. We filter the users that do not appear in

2The KuaiRec dataset [16] contains biased user interactions (a sparse subset) and a set
of fully observed user-item interactions (a dense subset). However, as highlighted by
Lin et al. [27], its density (16.3% and 99.9% for the sparse and dense subsets, respectively)
surpasses that of other datasets, diverging from our targeted bias and sparsity problem,
as explained in Section 1. We extend our evaluation beyond the Yahoo!R3 and Coat
datasets by conducting a simulation on KuaiRec in Section 6.

420



SIGIR ’24, July 14–18, 2024, Washington, DC, USA Jin Huang, Harrie Oosterhuis, Masoud Mansoury, Herke van Hoof, & Maarten de Rijke

Table 1: Performance comparison for predicting ratings on the Yahoo!R3 and Coat datasets. Results are means of 10 independent
runs with standard deviations in brackets. † indicates that our multifactorial method MF-IPS𝑀𝑢𝑙 with alternating gradient
descent significantly outperforms all other existing methods (paired-samples t-test (𝑝 < 0.01)).

Dataset Method MSE MAE RMSE RMSE𝑈 RMSE𝐼

Yahoo!R3

Avg 2.1321 1.2671 1.4602 1.4167 1.4153
MF 1.8296 (0.0318) 1.1305 (0.0173) 1.3526 (0.0117) 1.2593 (0.0159) 1.3325 (0.0130)
VAE 1.4182 (0.0082) 0.9677 (0.0039) 1.1909 (0.0034) 1.1158 (0.0034) 1.1694 (0.0033)

MF-IPS𝑀𝐹 1.7877 (0.0297) 1.0621 (0.0024) 1.3370 (0.0111) 1.2140 (0.0050) 1.3067 (0.0109)
MF-IPS𝑃𝑜𝑝 1.9432 (0.0048) 1.1425 (0.0058) 1.3940 (0.0017) 1.2783 (0.0046) 1.3711 (0.0008)
MF-IPS𝑃𝑜𝑠 0.9891 (0.0013) 0.7928 (0.0079) 0.9945 (0.0006) 0.9267 (0.0048) 0.9774 (0.0015)

MF-IPS𝑀𝑢𝑙 (ours) 0.9629† (0.0015) 0.7700† (0.0120) 0.9813† (0.0007) 0.9071† (0.0075) 0.9626† (0.0025)

Coat

Avg 1.6521 1.0904 1.2854 1.2521 1.2605
MF 1.2916 (0.0108) 0.9283 (0.0074) 1.1365 (0.0048) 1.0907 (0.0049) 1.1085 (0.0049)
VAE 1.1393 (0.0048) 0.8583 (0.0038) 1.0674 (0.0023) 1.0282 (0.0027) 1.0424 (0.0021)

MF-IPS𝑀𝐹 1.1597 (0.0175) 0.8687 (0.0165) 1.0769 (0.0082) 1.0366 (0.0076) 1.0512 (0.0074)
MF-IPS𝑃𝑜𝑝 1.2284 (0.0142) 0.9042 (0.0115) 1.1083 (0.0064) 1.0666 (0.0066) 1.0828 (0.0066)
MF-IPS𝑃𝑜𝑠 1.1728 (0.0120) 0.8708 (0.0129) 1.0830 (0.0055) 1.0395 (0.0073) 1.0576 (0.0069)

MF-IPS𝑀𝑢𝑙 (ours) 1.1020† (0.0007) 0.8552† (0.0023) 1.0498† (0.0003) 1.0110† (0.0009) 1.0275† (0.0006)

the test sets to make predictions more precise, resulting in 129,179
biased ratings and 54,000 unbiased ratings of 5,400 users to 1,000
items in the Yahoo!R3 dataset, and 6,960 biased ratings and 4,640
unbiased ratings of 290 users to 300 items in the Coat dataset, re-
spectively. The biased ratings are partitioned into a training and
validation set according to a ratio of 4:1. To estimate propensities,
we set aside 5% and 20% of the original test sets as the small un-
biased dataM for the Yahoo!R3 and Coat datasets, respectively.
This ensures at least two interactions per item for estimating the
conditional joint rating-value and item distribution.

To evaluate ourmethod, we adopt evaluationmetrics widely used
in previous work [48, 50, 55]: MSE, root mean square error (RMSE),
and mean absolute error (MAE). We further report the average
RMSE performance per user (RMSE𝑈 ) and item (RMSE𝐼 ) [33], i.e.,
we calculate the RMSE score for each individual user/item sepa-
rately and then average them.

We evaluate our multifactorial methodMF-IPS𝑀𝑢𝑙 by comparing
it with the following baselines: (i) Avg, MF, and VAE [26] that ignore
bias altogether. Avg simply predicts the average observed rating of
each item:𝑦𝑢,𝑖 =

∑
𝑢′,𝑖∈D 𝑦𝑢′,𝑖

| { (𝑢′,𝑖,𝑦𝑢′,𝑖 ) ∈D} | . VAE has been proposed to apply
variational autoencoders to collaborative filtering. We adopt Gauss-
ian log-likelihood in VAE for rating predictions. (ii) MF-IPS𝑀𝐹 , a
debiased method with propensity estimation using MF with logistic
regression [17, 46, 48]. It has the potential to correct for multifacto-
rial bias as it uses MF to model bias through learned multiple hidden
factors. (iii) MF-IPS𝑃𝑜𝑝 and MF-IPS𝑃𝑜𝑠 , two debiased methods with
single-factor popularity bias estimation and single-factor positivity
bias estimation, respectively.

Additionally, to evaluate how our proposed alternating gradient
descent approach affects rating prediction models, all MF-based
models are optimized by two optimization methods: (i) Concurrent
gradient descent: all parameters of methods are updated concur-
rently; (ii)Alternating gradient descent: the item-related parameters
and other parameters are updated alternately.

Hyperparameters used in the MF-based methods are tuned per
propensity estimation in the following range: the learning rate [ ∈
{10−3, 10−4, 10−5}, the 𝐿2 regularization weights _ ∈ {10−7, 10−6,
. . . , 10−2}, and the dimension of embeddings of users and items
𝑑 ∈ {16, 32, 64, 128}. Hyperparameter tuning for VAE is conducted
as follows: (i) aligning the learning rate, the regularization weights,
and the dimension of the latent representation with the same range
employed for MF-based methods; and (ii) adjusting the parame-
ter that controls the strength of the Kullback-Leibler term within
the range {0.05, 0.1, 0.2, 0.4, . . . , 1.0}. For debiasing methods with
multifactorial bias estimation, we also choose the smoothing pa-
rameters 𝛼1, 𝛼2 ∈ {1, 2, . . . , 10}. Additionally, propensity clipping
and normalization are used to reduce variance and improve the ro-
bustness of methods. Our experimental implementation is available
at https://github.com/BetsyHJ/MultifactorialBias.

5.2 Overall performance
Table 1 displays our main experimental results on the Yahoo!R3
and Coat datasets. We make the following three observations. First,
among all the methods, Avg has the worst performance; this is
expected as it provides non-personalized predictions and ignores
selection bias. Accordingly, MF does model individual user prefer-
ences and outperforms Avg. Importantly, VAE exhibits a consider-
able performance margin over MF due to its generative capabilities.

Second, the debiasing methods that consider the effect of bias
improve the performance: MF-IPS ≻ MF (except for MF-IPS𝑃𝑜𝑝 on
Yahoo!R3).3 A strong indication of the negative effect that selection
bias has on rating prediction optimization.

Third, in debiasing methods, positivity bias estimation performs
better than popularity bias estimation, but worse than multifacto-
rial bias estimation: MF-IPS𝑀𝑢𝑙 ≻ MF-IPS𝑃𝑜𝑠 ≻ MF-IPS𝑃𝑜𝑝 . This
suggests that positivity bias has a stronger effect than popularity

3We write𝐴 ≻ 𝐵 to indicate that method𝐴 outperforms method 𝐵.
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Table 2: Performance comparison among MF-based methods when optimization is done with concurrent and alternating
gradient descent on the Yahoo!R3 and Coat datasets. Results are means of 10 independent runs with standard deviations in
brackets. † indicates that the method optimized by the alternating gradient descent method significantly outperforms the
identical method optimized by the concurrent gradient descent method (paired-samples t-test (𝑝 < 0.01)).

Dataset Method
Concurrent Alternating

MSE MAE RMSE MSE MAE RMSE

Yahoo!R3

MF 1.8296 (0.0318) 1.1305 (0.0173) 1.3526 (0.0117) 1.8335 (0.0236) 1.1688 (0.0077) 1.3540 (0.0088)

MF-IPS𝑀𝐹 1.7877 (0.0297) 1.0621 (0.0024) 1.3370 (0.0111) 1.7143† (0.0172) 1.0616 (0.0168) 1.3093† (0.0066)

MF-IPS𝑃𝑜𝑝 1.9432 (0.0048) 1.1425 (0.0058) 1.3940 (0.0017) 1.9055† (0.0196) 1.1659 (0.0077) 1.3804† (0.0071)

MF-IPS𝑃𝑜𝑠 0.9891 (0.0013) 0.7928 (0.0079) 0.9945 (0.0006) 0.9762† (0.0034) 0.7943 (0.0099) 0.9880† (0.0017)

MF-IPS𝑀𝑢𝑙 (ours) 0.9812 (0.0067) 0.7737 (0.0116) 0.9905 (0.0034) 0.9629† (0.0015) 0.7700 (0.0120) 0.9813† (0.0007)

Coat

MF 1.2916 (0.0108) 0.9283 (0.0074) 1.1365 (0.0048) 1.2040† (0.0119) 0.9034† (0.0208) 1.0973† (0.0054)

MF-IPS𝑀𝐹 1.1597 (0.0175) 0.8687 (0.0165) 1.0769 (0.0082) 1.1641 (0.0154) 0.8730 (0.0287) 1.0789 (0.0072)

MF-IPS𝑃𝑜𝑝 1.2284 (0.0142) 0.9042 (0.0115) 1.1083 (0.0064) 1.1923† (0.0049) 0.8787† (0.0124) 1.0919† (0.0022)
MF-IPS𝑃𝑜𝑠 1.1728 (0.0120) 0.8708 (0.0129) 1.0830 (0.0055) 1.1717 (0.0065) 0.8672 (0.0106) 1.0825 (0.0030)

MF-IPS𝑀𝑢𝑙 (ours) 1.1397 (0.0295) 0.8503 (0.0199) 1.0675 (0.0138) 1.1020† (0.0007) 0.8552 (0.0023) 1.0498† (0.0003)

bias in rating predictions. Despite the potential to capture mul-
tifactorial forms of bias, MF-IPS𝑀𝐹 does not always outperform
MF-IPS𝑃𝑜𝑠 , suggesting that it cannot adequately learn multifacto-
rial bias. Nevertheless, multifactorial bias estimation provides the
most robust and best overall performance; MF-IPS𝑀𝑢𝑙 significantly
outperforms all other methods on both datasets. By considering
the effect of multiple factors on selection bias, the multifactorial
method can better capture and correct for bias in real-world data.

Overall, the best-performing method is our multifactorial de-
biasing method with alternating gradient descent. Therefore, we
answerRQ1 in the affirmative: The proposed multifactorial method
MF-IPS𝑀𝑢𝑙 better mitigates the effect of bias in logged rating data
than methods designed for single-factor biases.

5.3 Smoothing and alternating gradient descent
To better understand the effect of propensity smoothing and al-
ternating gradient descent, we perform the following additional
analyses. Due to space limitations, some analyses are limited to the
Yahoo!R3 dataset only. First, we look at how the performance of
our multifactorial method changes when varying the smoothing pa-
rameters. Fig. 3 shows the MSE performance obtained for different
smoothing parameters: 𝛼1 and 𝛼2 (see Eq. 16 and Eq. 17). We see
that the highest performance is reached with 𝛼1 = 10 and 𝛼2 = 2,
however, there is clearly a wide range of smoothing parameters that
provide close to optimal performance. It appears that it is mainly
important not to set the parameters too small, as the worst perfor-
mance is reached with 𝛼1 = 1 and 𝛼2 = 1. The combined results
of Fig. 3 and Table 1 reveal that the smoothing parameters do not
need fine-tuning for the multifactorial method to outperform all
other methods. Thus, we conclude that propensity smoothing is an
effective and robust enhancement for multifactorial debiasing.

Second, we compare MF-based methods optimized by the con-
current method against those optimized by the alternating method,
as shown in Table 2. These performance improvements are con-
siderably enhanced with our alternating gradient descent method,
which boosts the performance of MF-IPS𝑀𝑢𝑙 on all datasets and all
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Figure 3: (Yahoo!R3) The effect of varying smoothing parame-
ters 𝛼1 and 𝛼2 onMSE obtained by ourmultifactorial method.

metrics (with the exception of MAE on Coat). Performance gains are
also seen for other methods but not as consistent as for MF-IPS𝑀𝑢𝑙 .
Due to the smaller multifactorial propensities, MF-IPS𝑀𝑢𝑙 has more
variance during optimization, and therefore, alternating gradient
descent can provide a more consistent improvement here.

We further compare the learning curves of our multifactorial
method when optimization is done with the concurrent and al-
ternating gradient descent. Fig. 4 displays these in terms of the
self-normalized IPS-weighted MSE performance [52] on the vali-
dation set and the MSE performance on the test set. Clearly, the
alternating method exhibits more stable and faster learning than
the concurrent method in the early stages of learning. While both
converge around 500 epochs, the concurrent method converges to a
slightly better MSE-IPS performance on the validation set compared
to the alternating method. However, we see that this actually results
in a slightly worse MSE performance on the test set, suggesting
the concurrent method is more prone to overfitting. Therefore, it
appears that alternating gradient descent is indeed less influenced
by noise and outliers than the concurrent method, which we think
is why it provides more stable and robust optimization.

Finally, we answer RQ2: propensity smoothing provides robust
performance improvements to our multifactorial method and does
not need fine-tuning; alternating gradient descent leads to less
variance in learning curves and less overfitting than concurrent
gradient descent. These advantages substantially increase the ro-
bustness, stability, and performance of our multifactorial method.
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Figure 4: (Yahoo!R3) Learning curves tracking self-normal-
ized IPS-weighted MSE on the validation set and MSE on the
test set obtained by our multifactorial method. Results are
means over 10 independent runs, shared areas show the 95%
confident intervals calculated by using bootstrapping [13].

6 EFFECT OF BIASES ON USER RATINGS
We turn to our final research question: (RQ3) Can our multifactorial
method MF-IPS𝑀𝑢𝑙 robustly mitigate the effect of selection bias in
scenarios where the effect of two factors on bias is varied?

6.1 Experimental setup for RQ3
Due to a lack of real-world datasets with different effects of each
factor, we utilize a semi-synthetic setup. We simulate a short-video
rating scenario by sampling user ratings on videos under differ-
ent forms of selection bias. Our sampling source is the KuaiRec
dataset [16] as it provides a fully observed user-item interaction
matrix where 1,411 users rate almost all 3,327 items.

Since the dataset does not contain ratings but watch ratios on
videos, we first convert these into 5-star user ratings. First, we sort
the watch ratios in ascending order and then give the top 51.48%
a rating of 𝑦 = 1, the next 25.25% get 𝑦 = 2, etc., such that the
resulting ratings follow the rating distribution of the Yahoo!R3
dataset: 𝑃 (𝑦 = 1) = 0.5148, 𝑃 (𝑦 = 2) = 0.2525, 𝑃 (𝑦 = 3) = 0.1496,
𝑃 (𝑦 = 4) = 0.0554 and 𝑃 (𝑦 = 5) = 0.0277.

The biased training set is constructed by sampling ratings with
multifactorial selection bias. To simulate the joint effect of rating
value and item factors, we first introduce two single-factor propen-
sities: 𝜌 (R) which is only dependent on the rating values, and 𝜌 (I)

which is only dependent on the items. Our simulated multifactorial
propensity is then simply a linear interpolation between the two:

𝑃 (𝑜 = 1 | 𝑦 = 𝑟, 𝑖) = 𝛾𝜌
(R)
𝑟 + (1 − 𝛾)𝜌 (I)

𝑖
, (20)

where 𝛾 ∈ [0, 1] controls the effect of each factor on the selection
bias. Our simulation also covers single-factor scenarios: if 𝛾 = 0.0,
the selection bias is popularity bias, only determined by the item
factor; if 𝛾 = 1.0, it is positivity bias, only determined by the rating
value factor. Importantly, when 𝛾 ∈ (0, 1), the resulting selection
bias is multifactorial as it is affected by both factors.

Our rating-value propensities are 𝜌 (R) = [0.0123, 0.0102, 0.0213,
0.0568, 0.1795] corresponding to the ratings [1, 2, 3, 4, 5]. These val-
ues were chosen to match the positivity bias propensities estimated
on the Yahoo!R3 datasets, and they lead to an expectation of ratings
higher than 3 being over-represented. Item propensities are gener-
ated according to a power-law distribution following Bellogín et al.
[5]: 𝜌 (I) = ([ − 1) · (rank(𝑖)/𝑘min)−[ , where rank(𝑖) ∈ [1, |I |] is
the position of item 𝑖 when sorted by their average ratings descend-
ingly, and we set the power-law exponent [ = 1.4 and the minimum
value 𝑘min = 20. Hereby, more popular items have a higher rating

on average as is often seen in real-world data (e.g., Fig. 2c).
Some of our methods need a small unbiased MCAR set and we

need an unbiased test set for evaluation. We sample unbiased data
by uniform-randomly selecting 40 ratings from each user’s ratings
across all items. From this data, we set aside 20% for the small
MCAR set and use the remaining 80% as the test set.

To answer RQ3, we compare the performance of our multi-
factorial method MF-IPS𝑀𝑢𝑙 to that of MF with and without de-
biasing methods for single-factor bias correction: MF-IPS𝑃𝑜𝑝 and
MF-IPS𝑃𝑜𝑠 . Additionally, we also consider debiasingwith the ground
truth propensities: MF-IPS𝐺𝑇 . This provides an unrealistic skyline
that is only possible in a simulation setting where the true propen-
sities are known. Due to space limitations, we only report MSE and
MAE under optimization with alternating gradient descent.

6.2 Results for RQ3
Fig. 5 shows the performance of the different MF with various
debiasing methods, under multifactorial selection bias, as 𝛾 varies
the effects of the rating-value and item factors.

We first consider when 𝛾 equals 0, and the simulated selection
bias reduces to popularity bias. Here, we see that MF-IPS𝑃𝑜𝑠 per-
forms worst and that MF-IPS𝑀𝑢𝑙 and MF-IPS𝑃𝑜𝑝 have performance
comparable and similar to MF. This shows that assuming selection
bias is dependent on only the rating value factor can substantially
hurt performance when it is actually only dependent on the item
factor. However, it appears that assuming dependency on both
factors does not hurt performance at all, in this scenario.

Next, we consider when 𝛾 equals 1, and the simulated selec-
tion bias reduces to positivity bias. Here, we observe that MF and
MF-IPS𝑃𝑜𝑝 performworse than all other methods by a large margin;
and that MF-IPS𝑃𝑜𝑠 has the best performance, while our multifac-
torial method MF-IPS𝑀𝑢𝑙 performs slightly worse. This strongly
suggests that assuming selection bias is dependent only on the item
factor is detrimental to performance when it is in fact dependent
only on the rating value factor. In contrast, the multifactorial model
also made an incorrect assumption: a dependency on both factors,
but this only resulted in a relatively small performance decrease.

Finally, we turn our attention to all other cases: where 𝛾 ∈ (0, 1)
and the selection bias is multifactorial bias. We see that as 𝛾 gets
closer to 0 or 1, the performance of the corresponding single-factor
debiasing method increases. In contrast, the performance of our
multifactorial approach (MF-IPS𝑀𝑢𝑙 ) is much more stable for all
values of 𝛾 , and its MSE value closely approximates that of the
ground-truth method MF-IPS𝐺𝑇 . When 𝛾 < 0.7, MF-IPS𝑀𝑢𝑙 has a
substantially lower MSE than MF-IPS𝑃𝑜𝑠 , and when 𝛾 > 0.1 the
MSE of MF-IPS𝑀𝑢𝑙 is substantially lower than MF-IPS𝑃𝑜𝑝 . There is
an exception when 𝛾 > 0.8, when MF-IPS𝑀𝑢𝑙 is outperformed by
MF-IPS𝑃𝑜𝑠 and MF-IPS𝐺𝑇 by a small but noticeable margin.

Similar observations can be made in terms of MAE performance,
however, the MAE results have more variance making the trends
less clearly apparent. The increased variance is likely because all
methods optimize the MSE in their loss, and thus, they do not
necessarily fully minimize the MAE in the process.

Overall, our results show that the performance of single-factor
debiasing methods varies greatly depending on how much selec-
tion bias is affected by their corresponding factor. Conversely, the
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Figure 5: Performance in our simulated setting with different dependencies of bias on item and rating value factors through
varying 𝛾 (x-axis, Eq. 20). Results are means over 10 independent runs; shared areas show 95% bootstrap confident intervals [13].

performance of our multifactorial method is hardly affected by how
much selection bias depends on each factor, with only showing a
minor decrease when selection bias is very close to positivity bias.
Therefore, we answer RQ3 in the affirmative: we conclude that our
multifactorial method has the most robust performance and is the
safest choice if selection bias could depend on multiple factors.

7 RELATEDWORK
Selection bias is pervasive in user interactions with RSs and can
be observed in both explicit feedback (e.g., user ratings) [17, 48]
and implicit feedback (e.g., user clicks) [46, 57]. As discussed in Sec-
tion 2, selection bias can arise for a variety of reasons, resulting in
different forms of selection bias, such as the well-known popularity
bias [2, 41, 49, 62] and positivity bias [40, 41]. Other forms of bias
include incentive bias, manifested when users are incentivized to
provide ratings for benefits and rewards [38], and conformity bias,
manifested when users tend to rate items similarly to others in a
group [23, 24]. Such forms of bias are determined by one factor,
referred to as single-factor bias.

In reality, selection bias in user interactions can be characterized
as a combination of multiple biases or a complex bias that is deter-
mined by more than one factor [56, 60]. Previous work suggests that
selection bias is also affected by the additional factor of time [17].
Many contextual factors such as position, modality or surrounding
items can result in selection bias in user rating behavior simultane-
ously [47, 56, 63]. Additionally, correlations between selection and
both popularity and positivity were observed in multiple real-world
datasets [18, 41]. Building on this, our focus in this paper is on a
multifactorial bias determined by item and rating value factors,
which can be seen as a generalization of popularity and positivity.

Debiased recommendation methods aim to mitigate the nega-
tive effects of bias and involve both bias estimation and correc-
tion [10, 48, 62]. A prevalent family of debiasing methods is based
on inverse propensity scoring (IPS) [20, 21, 48]. IPS weights observa-
tions inversely to their observation probability; in theory, its estima-
tion is unbiased but can suffer from high variance [48]. Propensity
clipping [11, 46] and doubly-robust estimation [36, 45, 55] are two
commonways to reduce variance for IPS. An alternative research di-
rection involves two-tower methods, which jointly model user-item
interactions and estimate bias present in the interactions [63]. Due
to a lack of explicit signals of the bias effect on interactions, two-
tower methods encounter challenges in distinguishing between
user preference modeling and bias estimation [15]. In light of this,
for our proposed multifactorial method we have chosen to build on
the IPS-based debiasing method.

Bias or propensity estimation aims to estimate the probability of

a user interacting with an item [25, 29, 34, 48, 61]. It is a key compo-
nent in IPS weighting and significantly affects the performance of
IPS inmitigating bias. A prevalentmethod for propensity estimation
uses naive Bayes with maximum likelihood, which is commonly
used to estimate popularity bias and positivity bias [8, 48, 59]. An
alternative for propensity estimation is based on optimizing ma-
chine learning models. E.g., logistic regression and MF models can
be trained to predict propensities that can best generate an obser-
vation matrix [17, 46, 48]. While the idea of estimating propensities
through optimization is conceptually appealing, our experiments
show that these estimates are often unstable and do not always
provide propensities that work well with IPS.

8 CONCLUSION
We have considered a multifactorial selection bias that is deter-
mined by two factors: the item and rating value. We introduced a
propensity estimation method for multifactorial bias and integrated
it into the prevalent IPS-based debiasing approach. Furthermore, we
proposed the adoption of propensity smoothing and a novel alter-
nating gradient descent method to deal with the sparsity problem
that arises in multifactorial bias estimation.

Our experimental results on two real-world datasets show the
effectiveness of our multifactorial method over state-of-the-art
single-factor counterparts. Moreover, through a simulation analy-
sis, we found that the performance of our multifactorial method
is stable as the effect of different factors is widely varied, in stark
contrast with existing single-factor methods. Thereby, our multi-
factorial approach appears to be both substantially more robust
and significantly effective than previous single-factor debiasing
techniques. Our multifactorial debiasing approach could be an im-
portant contribution to the RS field, as multifactorial bias appears
to better capture real-world forms of bias.

A limitation of our work is that we only consider multifactorial
bias in explicit feedback and the rating prediction task. Future work
could extend our multifactorial method to implicit feedback and
other recommendation settings, e.g., large language models as RSs.
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