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Abstract
Modern retrieval systems do not rely on a single ranking model
to construct their rankings. Instead, they generally take a cascad-
ing approach where a sequence of ranking models are applied in
multiple re-ranking stages. Thereby, they balance the quality of the
top-𝐾 ranking with computational costs by limiting the number of
documents each model re-ranks. However, the cascading approach
is not the only way models can interact to form a retrieval system.

We propose the concept of compound retrieval systems as a
broader class of retrieval systems that apply multiple prediction
models. This encapsulates cascading models but also allows other
types of interactions than top-𝐾 re-ranking. In particular, we enable
interactions with large language models (LLMs) which can provide
relative relevance comparisons. We focus on the optimization of
compound retrieval system design which uniquely involves learn-
ing where to apply the component models and how to aggregate
their predictions into a final ranking. This work shows how our
compound approach can combine the classic BM25 retrieval model
with state-of-the-art (pairwise) LLM relevance predictions, while
optimizing a given ranking metric and efficiency target. Our experi-
mental results show optimized compound retrieval systems provide
better trade-offs between effectiveness and efficiency than cascad-
ing approaches, even when applied in a self-supervised manner.

With the introduction of compound retrieval systems, we hope
to inspire the information retrieval field to more out-of-the-box
thinking on how prediction models can interact to form rankings.
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1 Introduction
Modern retrieval systems consist of many components that are
applied together to construct rankings of documents [8]. Thereby,
they can combine different prediction models that provide differ-
ent ranking utility at different costs, such that their service is both
responsive and provides high quality search results [18, 38]. Accord-
ingly, it appears very important for the information retrieval (IR)
field to consider the following question:
How should retrieval systems utilize multiple prediction models to
form rankings in the most effective and efficient manner?

Over the past decade, the IR field appears to have reached a
consensus that cascading retrieval systems are the answer to this
question [1, 2, 5, 6, 9, 11, 12, 18, 19, 29, 38, 45, 47]. In the cascading
paradigm, models are applied in sequence to re-rank the top results
of the previous model [38]. The order of the sequence follows model
scalability, which generally is inversely correlated with ranking
effectiveness [6]. In other words, a retrieval model𝑀0 with minimal
costs per document is used to create a first ranking (e.g., BM25 [33]
or dense retrieval [12, 44]), its top-𝐾0 results are subsequently re-
ranked by the next model𝑀1, its top-𝐾1 results are then re-ranked
by𝑀2, and so forth. The cascading paradigm applies costlier models
to fewer documents than cheaper models, this saves costs whilst
it also uses the costlier models to improve upon the rankings of
cheaper models [9, 27]. As a result, a cascading retrieval model
can have an efficiency-utility trade-off that none of its models can
obtain individually [2, 6, 38, 45].

However, the recent introduction of large languagemodels (LLMs)
has revealed limitations of the cascade paradigm. LLMs are ex-
tremely flexible in their application, as they can handle a virtually
endless variety of prompts [4, 36, 39, 46]. Previous work found
that using LLMs for predicting relative relevance differences in-
stead of absolute judgements results in substantially better rank-
ings [20, 21, 31, 42]. For instance, pairwise relevance prompting
(PRP) [31] has state-of-the-art zero-shot ranking by generating
pairwise relevance labels that each indicate whether one document
is more relevant than another. The downside of standard PRP is
that the number of pairs -and thus the number of LLM calls- scales
quadratically with the number of documents. This makes PRP ex-
tremely costly, even as the final stage in a cascade retrieval system.

Inspired by this shortcoming and because the cascading para-
digm has rarely been questioned in the IR field, we reconsider the
question stated in the first paragraph. Our first contribution is intro-
ducing the concept of a compound retrieval system that encompasses
any retrieval system that applies multiple predictions models. By
keeping our definition broad and avoiding assumptions, we aim to
explore the largest design space possible. We argue that compound
retrieval system design depends on two essential questions:

(i) What predictions should the component models make?
(ii) How should predictions be combined to construct a ranking?
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Figure 1: Overview of the compound retrieval system de-
scribed in Section 4. A first-stage retrieval model 𝑀0 re-
trieves documents to create a first ranking 𝑅0; based on their
position in 𝑅0, the policy 𝜋 decides which documents to ap-
ply the pointwise prediction model 𝑀1 and pairwise predic-
tion model 𝑀2. Subsequently, the predictions of 𝑀1 and 𝑀2
are only gathered where activated and combined into a final
ranking 𝑅∗ using the score aggregation function 𝑓 .

We note that the cascade paradigm has very specific answers: model
predictions should be made on documents in the top-𝐾 of previous
models; and predicted scores should be used to re-rank the same
top-𝐾 [38]. Therefore, cascading retrieval systems are a subset of
compound retrieval systems, which is thus a generalization.

We argue that the answers to these questions should depend on
both the costliness and usefulness of the component model predic-
tions, in addition to the efficiency constraints and ranking quality
needs one has for their retrieval system. Accordingly, instead of
providing prescriptive answers to these questions, our second con-
tribution is a framework that optimizes the design of a compound
retrieval system automatically. We break the system design down in
a policy that decides what model predictions to gather, and a predic-
tion aggregation function to construct a ranking out of the gathered
predictions. Given a differentiable loss function, our framework
can then optimize the system. For example, given a linear interpo-
lation of a ranking utility and prediction costs, the framework will
optimize the design for the corresponding effectiveness-efficiency
trade-off. Importantly, it is capable of finding novel system designs
that fall outside the cascading paradigm, e.g., by combining multiple
predictions in a single re-ranking step, or by treating documents
differently depending on their rank in the previous ranking.

In our experiments, we optimize a compound retrieval system
that combines classic BM25 retrieval with pointwise and pairwise
LLM predictions. We perform optimization both in a supervised
setting where relevance labels are available, and in a self-supervised
setting where the goal is to reconstruct themost-costly PRP ranking.
Our efficiency target is to limit the number of LLM calls, we vary
its importance to construct effectiveness-efficiency trade-offs of our
model. Our results reveal that our optimized compound retrieval
systems have better trade-off curves than cascading systems. In
particular, we can closely match the nDCG of a top-1000 PRP re-
ranker with only a fraction of its LLM calls, regardless of whether
relevance labels are available for supervision. An analysis of our op-
timized designs reveal a large variety of novel strategies depending
on the desired effectiveness-efficiency trade-off. For example, on the
extremes, they default to BM25 to avoid costs or to PRP to maximize
effectiveness; for trade-offs in the middle, they gather pointwise
and pairwise predictions in targeted patterns based on the BM25
ranking. This bolsters our claim that compound retrieval system

designs should adapt to its components and the desired system
properties, without being constrained to the cascade paradigm.

To the best of our knowledge, this is the first work to consider
alternatives to the existing cascade paradigm. Our work reveals
a high potential for designs outside this paradigm, and for our
optimization framework for finding such designs. We hope that it
provides a starting point for a novel research direction that further
explores compound retrieval system design and optimization.

2 Definition: Compound Retrieval Systems
Inspired by compound A.I. systems [43], we define compound re-
trieval systems as any retrieval system that constructs a ranking
by using multiple prediction models. Conversely, a non-compound
retrieval system uses a singular monolithic ranking model [38, 43].
Components are prediction models that give scores to individual
or sets of documents, these can be machine learned models but do
not need to be. We denote the set of components of a system as
{𝑀0, 𝑀1, . . .} and𝜙 as the aggregation function that defines how the
components interact with each other to construct rankings. Thus,
we use 𝜙 (𝑀0, 𝑀1, . . .) to denote a compound retrieval system.

3 Background
3.1 Cascade ranking systems
There is a seeming consensus on the cascading paradigm for the
trade-off between effectiveness and efficiency in the IR field. It
underlies virtually every advancement in retrieval and ranking of
the past decade, as (almost) every model is ultimately applied inside
a cascade retrieval system [1, 2, 5, 6, 9, 11, 12, 18, 19, 29, 38, 45, 47].

Cascading ranking systems balance the quality of their rankings
with their computation costs by applying several ranking models in
sequence [38]. Generally, a first-stage retrieval model like BM25 [33]
creates the first ranking of the collection, of which only a top-𝐾0 is
used. Let𝑀0 be a first-stage ranking model and its top-𝐾0 ranking:
𝑅0 = [𝑑1, 𝑑2, 𝑑3, . . . 𝑑𝐾0 ]
s.t. ∀1 ≤ 𝑖 ≤ 𝐾0,∀𝑑 ∈ 𝐷 \ [𝑑1, . . . , 𝑑𝑖−1], 𝑀0 (𝑑𝑖 ) ≥ 𝑀0 (𝑑) .

(1)

It is important that 𝑀0 (𝑑) is scalable so that 𝑅0 can be computed
over a document collection 𝐷 with reasonable costs. There is ex-
tensive literature on efficient first-stage retrieval [12, 23, 26, 37].

Subsequently, the next ranking model𝑀1 is applied to re-rank 𝑅0
and produce a shorter ranking 𝑅1. Because 𝑅0 does not include the
entire collection (|𝐷 | ≫ 𝐾0), the costs of𝑀1 can be higher as it is
applied to much fewer documents. This process repeats for several
stages that each apply a more costly model to fewer documents [9].
In our notation, the ranking at stage 𝑖 is:
𝑅𝑖 = [𝑑1, 𝑑2, . . . ,𝑑𝐾𝑖

] s.t. ∀1≤ 𝑗 ≤𝐾𝑖 , ∀𝑑 ∈𝐷\[𝑑1, . . . , 𝑑 𝑗−1],
𝑑 𝑗 ∈ 𝑅𝑖−1 ∧ (𝑑 ∉ 𝑅𝑖−1 ∨𝑀𝑖 (𝑑 𝑗 ) ≥ 𝑀𝑖 (𝑑)) .

(2)

In the framing of our work, the cascading ranking model is a sub-
class of the compound retrieval system, where𝜙casc (𝑀0, . . . , 𝑀𝑁 ) =
𝑅𝑁 , i.e., the aggregation function 𝜙casc only lets components inter-
act through sequential top-𝐾 re-ranking operations [38].

3.2 Pairwise relevance prompting
LLMs are better at prediction relevance differences than absolute
relevance values [20, 21, 31]. Thus, using an LLM to predict whether
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one document is more relevant than another leads to better rank-
ings than using predictions about individual documents [31, 42].
Accordingly, the pairwise relevance prompting (PRP) approach [31]
uses an LLM with a pairwise prompt to predict the probability that
one document should be ranked before another:

𝑀PRP (𝑑1, 𝑑2) = 𝑃LLM (𝜐𝑑1 > 𝜐𝑑2 ) . (3)

To turn pairwise predictions into a valid ranking, PRP ranks doc-
uments by their predicted win-rate. Thus, formally, PRP uses the
following scoring function to re-rank the first-stage ranking 𝑅0:

𝑀PRP (𝑑 | 𝑅0 \ 𝑑) =
1
2

∑
𝑑′∈𝑅0\𝑑

𝑀PRP (𝑑 ′, 𝑑) + 1 −𝑀PRP (𝑑, 𝑑 ′). (4)

Due to the costly nature of LLM predictions and since the number
of pairs grows quadratically with the number of documents (|𝑅0 |2−
|𝑅0 |), previous work applies PRP only to re-rank a top-𝐾 from a
first stage ranker (𝑀0) [31, 42].

Qin et al. [31] propose strategies for reducing the number of
pairs to consider, e.g., by mimicking sorting algorithms. However,
this creates sequential processes that cannot be parallelized, for
their impracticality, this work will not consider such approaches.

4 Method: A Framework for Optimizing
Compound Retrieval Systems

This section proposes a compound retrieval system (Section 4.1)
that is a generalization of a cascading system (Section 4.2). Subse-
quently, we introduce our optimization framework that learns how
predictions can be aggregated (Section 4.3), and which predictions
to gather (Section 4.4), we also show how our system can be made
deterministic (Section 4.5). Finally, we summarize our approach
(Section 4.7). A visual overview of our system is shown in Figure 1.

4.1 A compound retrieval system
In this method section, we describe a compound retrieval system
with three components {𝑀0, 𝑀1, 𝑀2}: 𝑀0 is a first-stage retrieval
model, 𝑀1 is a pointwise prediction model and 𝑀2 is a pairwise
prediction model. Our framework can easily be extended for other
choices of component models (see Section 6.3 and 9).

Formally, our compound retrieval system describes a new rank-
ing function that is based on the predictions of its underlying com-
ponents. In contrast with cascading systems, our compound system
can choose what 𝑀1 (𝑑) ∈ R and 𝑀2 (𝑑, 𝑑 ′) ∈ R predictions it
wishes to gather. Let 𝜋 be the selection policy of our compound
system, i.e, a probability distribution over the possible selections
of the predictions that can be gathered. The vector 𝑠1 indicates the
selections made for𝑀1 and the matrix 𝑠2 the selections for𝑀2:

𝑠1, 𝑠2 ∼ 𝜋, 𝑠1 ∈ {0, 1}𝐾0 , 𝑠2 ∈ {0, 1}𝐾0×𝐾0 . (5)

Thus, 𝑠1 is a binary vector of size 𝐾0 whose indices correspond to
the ranking of the first-stage model 𝑀0, e.g., 𝑠1 [1] = 1 indicates
that the prediction of 𝑀1 of the document ranked first by 𝑀0 is
selected. Similarly, 𝑠2 is a binary matrix of size 𝐾0×𝐾0 representing
every ordered pair of documents corresponding to the first-stage
ranking 𝑅0,1 e.g., 𝑠2 [4, 8] = 1 indicates that the 𝑀2 prediction for
the 4th and 8th documents, as ranked by𝑀0 are selected. To keep

1Pairs in 𝑠2 are ordered since for PRP the order matters:𝑀2 (𝑑,𝑑′) ≠ 𝑀2 (𝑑′, 𝑑) .

notation brief, we indicate whether a document or a pair is selected
by: 𝑠1 (𝑑) = 𝑠1 [𝑅−10 (𝑑)] and 𝑠2 (𝑑,𝑑

′) = 𝑠2 [𝑅−10 (𝑑), 𝑅
−1
0 (𝑑

′)], where
𝑅−10 (𝑑) indicates the rank of 𝑑 in ranking 𝑅0.2 Thus, 𝑠1 (𝑑) indicates
whether𝑀1 (𝑑) is selected and 𝑠2 (𝑑,𝑑 ′) whether𝑀2 (𝑑,𝑑 ′) is.

Predictions that are not selected should be distinguishable from
zero predictions, i.e., 𝑠1 (𝑑) = 1 and𝑀1 (𝑑) = 0 should be differenti-
ated from 𝑠1 (𝑑) = 0 and𝑀1 (𝑑) ≠ 0. For this reason, we introduce
the masking operator ⊗ which outputs tuples that contain both
selection indicators and masked predictions:
(𝑠1 ⊗ 𝑀1) (𝑑) = (𝑠1 (𝑑), 𝑠1 (𝑑) ·𝑀1 (𝑑)),

(𝑠2 ⊗ 𝑀2) (𝑑, 𝐷) = ((𝑠2 (𝑑,𝑑 ′), 𝑠2 (𝑑,𝑑 ′) ·𝑀2 (𝑑,𝑑 ′)) : 𝑑 ′ ∈ 𝐷).
(6)

Finally, in order to construct a ranking, we use a function 𝑓 that
takes three inputs: (𝑅−10 (𝑑), (𝑠1 ⊗ 𝑀1) (𝑑), (𝑠2 ⊗ 𝑀2) (𝑑, 𝑅0)). This
function produces the scores to determine the final ranking, and
thus, it can be interpreted as a final ranking function:

𝑀∗ (𝑑 | 𝑓 , 𝑠) = 𝑓 (𝑅−10 (𝑑), (𝑠1 ⊗ 𝑀1) (𝑑), (𝑠2 ⊗ 𝑀2) (𝑑, 𝑅0)), (7)

where the final ranking is the corresponding re-ranking of 𝑅0:
𝑅∗ (𝜋, 𝑓 , 𝑠) = [𝑑1, 𝑑2, 𝑑3, . . . 𝑑𝐾𝑖

]
s.t. ∀1 ≤ 𝑗 ≤ 𝐾𝑖 , ∀𝑑 ∈ 𝐷 \ [𝑑1, . . . , 𝑑 𝑗−1],

𝑑 𝑗 ∈ 𝑅0 ∧ (𝑑 ∉ 𝑅0 ∨𝑀∗ (𝑑 𝑗 | 𝑓 , 𝑠) ≥ 𝑀∗ (𝑑 | 𝑓 , 𝑠)) .
(8)

Accordingly, the component aggregation function of our compound
retrieval system is defined as:

𝜙comp (𝑀0, 𝑀1, 𝑀2 | 𝜋, 𝑓 ) = 𝑅∗ (𝜋, 𝑓 ), (9)

and determined by selection policy 𝜋 and score aggregator 𝑓 .
Correspondingly, the choice of 𝜋 and 𝑓 is highly important as it

completely defines the system behavior. For this work, we propose a
method that searches for the 𝜋 and 𝑓 by optimizing a given trade-off
between efficiency and effectiveness. Formally, we aim to minimize
a linear interpolation of a ranking loss and the cost of the system,
for given 𝛼 ∈ [0, 1] the loss for our compound system is:

Lcomp (𝑓 , 𝜋) = 𝛼Lranking (𝜋, 𝑓 ) + (1 − 𝛼)Lcost (𝜋) . (10)

Our cost is the expected number of LLM calls:

Lcost (𝜋) = E(𝑠1,𝑠2)∼𝜋
[ ∑
𝑑∈𝑅0

𝑠1 (𝑑) +
∑
𝑑∈𝑅0

∑
𝑑′∈𝑅0

𝑠2 (𝑑, 𝑑 ′)
]
. (11)

Section 4.4 further details how we optimize 𝜋 . For the ranking loss
Lranking (𝜋, 𝑓 ), we utilize existing learning-to-rank (LTR) loss func-
tions for supervised learning (from labels) [14] and self-supervised
learning (ranking distillation) [32], Section 4.3 discusses how these
can be applied to our compound retrieval systems framework.

4.2 Comparison with cascades and PRP
As laid out in Sections 2 and 3, cascading retrieval systems are par-
ticular instances of compound retrieval models. In our framework,
we can choose 𝜋 and 𝑓 such that the system becomes equivalent to
a specific cascading system. For example, for a cascade re-ranking
with𝑀1, we choose 𝜋 as a deterministic policy that selects all point-
wise predictions, and a ranking function 𝑓 that outputs them:3

𝑠1 = 1, 𝑠2 = 0, 𝑓 (· · · ) = 𝑀1 (𝑑). (Cascade) (12)
2Hence 𝑅−10 (𝑑) is the inverse of 𝑅0 [𝑖 ] which gives the document at rank 𝑖 in 𝑅0 .
3We are describing equivalence with a cascade model with a single re-ranking step,
but our framework is easily extended to multiple re-ranking steps, see Section 9.
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Similarly, for PRP, we choose 𝜋 to only select all pairwise predic-
tions and rank with the PRP aggregation function (Eq. 4):

𝑠1 = 0, 𝑠2 = 1, 𝑓 (· · · ) = 𝑀2 (𝑑, 𝑅0). (PRP) (13)

Moreover, our framework also allows us to ignore all predictions
from𝑀1 and𝑀2 and leave the first-stage ranking unchanged:

𝑠1 = 0, 𝑠2 = 0, 𝑓 (· · · ) = −𝑅−10 (𝑑) ≡ 𝑀0 (𝑑) . (First-Stage) (14)

Furthermore, our framework can also capture changes in param-
eters for these systems, e.g., using to re-rank a smaller top-𝐾 by
only selecting predictions of that top-𝐾 and scoring accordingly.

This means our compound framework provides a generalization
of all of these three approaches. Consequently, our optimization
can choose from any of these approaches, e.g., PRP when high
costs are allowed (𝛼 = 1), first-stage retrieval when no costs are
allowed (𝛼 = 0) or a pointwise cascade re-ranking for a trade-
off in between. Importantly, there are also many other possible
interactions between components that fit in our framework. Thus,
our framework can produce many compound retrieval systems that
do no match existing cascading retrieval systems. Since there is no
precedent, it is unclear what these interactions should be like, and
our optimization framework might discover them for the first time.

To the best of our knowledge, this is the first work that explores
these alternative compound retrieval systems.

4.3 Learning how to aggregate predictions
There are many choices possible for the scoring aggregation func-
tion 𝑓 ; for this work, we propose an extremely simple model as
it allows us to interpret its behavior and ensures that it can be
implemented in a large scale practical setting.

We break down the scoring function 𝑓 into three parts: 𝑓 =

(𝑓0, 𝑓1, 𝑓2), corresponding to the three component models. Accord-
ingly, each deals with the rank in the first-stage ranking and the
(masked) outputs of one of the components (Eq. 6 and 7):

𝑓0 : Z→ R, 𝑓1 : Z2 ×R ×Z→ R, 𝑓2 : Z2 ×R ×Z2 → R.

To start, 𝑓0 takes as input the rank of document according to the
first-stage ranker𝑀0 as 𝑟 and returns the variable 𝐴𝑟 :

𝑓0 (𝑟 ) = 𝐴𝑟 . (15)

This is a default score: the score a document gets when no related
predictions of 𝑀1 or 𝑀2 are used. We note that this score only
depends on the rank of document in the first-stage ranking 𝑅0.

The second function 𝑓1 has as input a selection indicator 𝑠 ∈
{0, 1},𝑚 the (masked) prediction of a document given by𝑀1 (i.e.,
𝑀1 (𝑑)) and the rank in the first stage ranking 𝑟 , its output is based
on two variables 𝐵𝑟 and 𝐶𝑟 which are unique per 𝑟 :

𝑓1 (𝑠,𝑚, 𝑟 ) = 𝑠 · (𝐵𝑟 +𝐶𝑟 ·𝑚) . (16)

In other words, 𝑓1 provides a zero score if no selection is made
(𝑠 = 0), if a selection is made (𝑠 = 1) the score starts with value 𝐵𝑟
and adds 𝐶𝑟 proportional to the prediction𝑚 (𝑀1 (𝑑)). If𝑚 ∈ [0, 1],
this is a linear interpolation between 𝐵𝑟 and 𝐵𝑟 +𝐶𝑟 .

The final function 𝑓2 also takes the selection indicator 𝑠 ∈ {0, 1}
as input, along with𝑚, the masked prediction for a document pair
given by 𝑀2 (i.e., 𝑀2 (𝑑1, 𝑑2)) and the ranks of both document in

the first stage ranking 𝑟1 and 𝑟2. Its scoring is also based on two
variables 𝐵𝑟1,𝑟2 and 𝐶𝑟1,𝑟2 which are unique per rank pair (𝑟1, 𝑟2):

𝑓2 (𝑠,𝑚, 𝑟1, 𝑟2) = 𝑠 · (𝐵𝑟1,𝑟2 +𝐶𝑟1,𝑟2 ·𝑚). (17)

Similarly, it is zero if the prediction is not selected; when selected,
it starts with 𝐵𝑟 and 𝐶𝑟 is added in proportion to the prediction.

The ranking score of our final ranking model is the addition of all
predictions related to a document transformed by our functions, this
includes a summation over all pairs where 𝑑 is the first document:

𝑀∗ (𝑑 | 𝑓 , 𝑠) = 𝑓 (𝑅−10 (𝑑), (𝑠1 ⊗ 𝑀1) (𝑑), (𝑠2 ⊗ 𝑀2) (𝑑, 𝑅0))
= 𝑓0 (𝑅−10 (𝑑)) + 𝑓1 (𝑠1 (𝑑), 𝑠1 (𝑑) ·𝑀1 (𝑑), 𝑅−10 (𝑑)) (18)

+
∑

𝑑′∈𝑅0\𝑑
𝑓2 (𝑠2 (𝑑, 𝑑 ′), 𝑠2 (𝑑,𝑑 ′) ·𝑀2 (𝑑,𝑑 ′), 𝑅−10 (𝑑), 𝑅

−1
0 (𝑑

′)) .

Our ranking model is completely differentiable w.r.t. the variables
𝐴, 𝐵 and 𝐶 , and therefore, 𝑓 can be optimized with standard LTR
methods [14, 24]. However, since 𝑠 are sampled binary variables, it
does not work with standard stochastic gradient descent; the next
section describes how we optimize its underlying selection policy.

4.4 Learning where to apply components
The optimization of the selection policy 𝜋 is more complicated as the
sampling operation is not differentiable. Many solutions to this issue
exist, most notably one can compute its gradient through estimating
it based on many samples, i.e., with REINFORCE [40]. However, this
often has high variance which can prevent optimal convergence,
and it is computationally very costly. For this reason, we apply the
cheaper and more stable straight-through-estimator [3]; thereby,
we estimate the gradient of each selection to be its probability:

𝛿𝑠1 (𝑑)
𝛿𝜋 (𝑠1 (𝑑)=1)

=𝜋 (𝑠1 (𝑑)=1),
𝛿𝑠2 (𝑑,𝑑 ′)

𝛿𝜋 (𝑠2 (𝑑,𝑑 ′)=1)
=𝜋 (𝑠2 (𝑑, 𝑑 ′)=1) .

This is a biased estimate of the actual gradient, nevertheless, for
most purposes its is accurate enough whilst also providing simplic-
ity and stability at low computational costs.

As a result, we can now apply stochastic gradient descent to our
entire compound retrieval system from the loss in Eq. 10. For the
policy 𝜋 , what happens is that if the LTR loss indicates that the
ranking score of a document should increase, the accompanying
gradient will increase the probabilities of all selections that would
result in an increase in score, or decrease probabilities if that results
in a score increase. Vice versa, if document score should decrease,
probabilities are pushed in the other direction. Similarly, the cost
part of the loss will produce a gradient that decreases the probability
of each selection, according to howmuch a selection would increase
costs. Together, the interpolation of the ranking and costs losses
results in a gradient that decreases most selection probabilities
except for those that lead to an increase in ranking performance
that outweighs the added selection cost.

4.5 Finding a deterministic policy
We have described our compound retrieval system and how its score
aggregation function 𝑓 and selection policy 𝜋 can be optimized.
So far, we have let 𝜋 be a probabilistic policy, as this makes its
optimization much easier. However, in practice, it is often more
beneficial to have a deterministic policy, as these generally allow for
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substantially more efficient implementations. For this reason, we
add an additional step at the end of our optimization where we take
a number of selection samples from 𝜋 and select the sample with the
lowest loss on a validation set. Let 𝑠∗1, 𝑠

∗
2 indicate our best sample,

the selection policy is then changed to a deterministic policy that
always selects this sample: 𝜋 (𝑠1 = 𝑠∗1, 𝑠2 = 𝑠

∗
2) = 1.

4.6 Efficient representation and computation
In our description of our score aggregation function in Section 4.3,
we noted that it was chosen for its simplicity that enables it to be
implemented for large scale settings. We believe this is the case
because it can be computed solely via basic matrix operations:

To start, all the model variables of our system in Eq. 15, Eq. 16
and Eq. 17 can be captured in one vector and two matrices where
the top rows of the matrices are for 𝑓1 and the rest for 𝑓2. Similarly,
a sample of selections can be represented in a single matrix, with
the top row indicating the selection of pointwise predictions:

𝐴 ∈ R𝐾0 , 𝐵,𝐶 ∈ R𝐾0×(𝐾0+1) , 𝑆 =

[
𝑠1
𝑠2

]
∈ Z(𝐾0+1)×𝐾0

2 . (19)

Accordingly, we can gather all model predictions in a single matrix
𝑋 ∈ R(𝐾0+1)×𝐾0 following the same placement pattern:

𝑋 =


𝑀1 (𝑅0 [1]) 𝑀1 (𝑅0 [2]) · · · 𝑀1 (𝑅0 [𝐾0])

𝑀2 (𝑅0 [1], 𝑅0 [1]) 𝑀2 (𝑅0 [1], 𝑅0 [2]) · · · 𝑀2 (𝑅0 [1], 𝑅0 [𝐾0])
· · · · · · · · · · · ·

𝑀2 (𝑅0 [𝐾0], 𝑅0 [1]) · · · · · ·𝑀2 (𝑅0 [𝐾0], 𝑅0 [𝐾0])

 .
During inference, 𝑋 should only be populated with predictions
that were selected in 𝑆 . However, during training, 𝑋 can be pre-
computed once and stored, subsequently, we do not have to call the
underlying component models during optimization.

Finally, with the matrix representations and the element-wise
multiplication ⊙, our ranking function can be re-formulated to:

𝑀∗ (𝐷 | 𝑓 ) = 𝐴 + 𝐵𝑆 +𝐶 (𝑆 ⊙ 𝑋 ) . (20)

Due to the high number of variables, we recommend using an
underlying model to produce them. In our experiments, we use a
simple neural network and give it as input matrix indices to produce
our variables 𝐴, 𝐵,𝐶 and our selection probabilities 𝜋 . Accordingly,
back-propagation can be used to optimize the neural network. One
can also learn the variables directly, but we found that using an
underlying model gives more regularity in model behavior which
leads to better generalization and little overfitting. Because 𝐴, 𝐵, 𝐶
and 𝜋 can be pre-computed, there is no added costs during inference.

4.7 Summary
This section has described a framework for optimizing a compound
retrieval system that can utilize the predictions of three component
models: the first-stage retrieval model𝑀0, the pointwise relevance
prediction model𝑀1, and the pairwise relevance prediction model
𝑀2. For clarity, we summarize the system that results from our
optimization by describing each step that it performs for inference:
(1) Compute a first ranking 𝑅0 according to component𝑀0.
(2) Sample a selection indicator matrix 𝑆 from the selection policy

𝜋 (Eq. 19); selection probabilities can be pre-computed and
kept ready in memory. We note that selections are based on
document positions in the first ranking 𝑅0, i.e., selections have

the form of the relevance prediction for the 𝑖th document in 𝑅0,
or the pairwise prediction for 𝑖th and 𝑗 th documents in 𝑅0.

(3) Obtain the relevance predictions only for the selected single
documents 𝑀1 (𝑑) and pairs 𝑀2 (𝑑,𝑑 ′). Fill the 𝑋 matrix with
the selected predictions (the rest remains empty).

(4) Compute a ranking score for each document through matrix
operations on 𝑆 and 𝑋 according to Eq. 20. All other variables
for this operation can be pre-computed and kept in memory.

(5) Return the final ranking by sorting according to the ranking
scores (descendingly).

The main difference for optimization is that for gradient computa-
tion all predictions are needed, thus 𝑋 has to be filled completely.
Fortunately, 𝑋 can be pre-computed for a static dataset. Gradient
descent is applied to a combination of a ranking loss on the final
ranking and a cost loss on the selection policy (Eq. 10).

As discussed in Section 4.2, an important property of our com-
pound retrieval system is that it is a generalization of its component
models. This means that its parameters can be set to give identical
rankings to any of its components, or any top-𝐾 re-ranking of its
components (if 𝐾 < 𝐾0). In other words, it can perform any top-
𝐾 re-ranking with the pointwise model 𝑀1, or with the pairwise
model𝑀2, as a cascade retrieval model would do. It can also simply
provide the first-stage retrieval ranking of𝑀0. Thus, if the optimiza-
tion is successful, our compound retrieval system should provide
an effectiveness-efficiency trade-off that is at least as good as any of
its components. Since it can also capture behavior that none of the
components can, it has a high potential of further improvements.

5 Method: Novel Ranking Losses
Our proposed framework aims to maximize ranking utility under
efficiency constraints (see the trade-off loss in Eq. 10). Let 𝜔𝑖 be
a weight per rank 𝑖 and 𝜐𝑑 a relevance label per document 𝑑 , our
utility function is a sum over the relevance label multiplied with the
weight at each rank, e.g., for discounted cumulative gain (DCG) [15]:

𝑈 (𝑦,𝜐) =
|𝑦 |∑
𝑖=1

𝜔𝑖𝜐𝑦𝑖 , 𝜔
DCG@K
𝑖

=
1[𝑖 ≤ 𝐾]
log2 (𝑖 + 1)

. (21)

5.1 Ranking distillation by lower bounding
Ranking distillation losses penalize the difference between two
rankings to optimize a ranking model to behave similarly to an-
other [35]. We wish to apply such a ranking loss in our trade-off loss
in Eq. 10 for settings where relevance labels are unavailable. How-
ever, to optimize the trade-off there needs to be a correspondence
between the distillation loss and ranking utility, existing distillation
losses are not based on metrics, and thus, miss this property [32].

We propose a novel ranking distillation approach that is a bound
on the difference in utility between two rankings [13]. Let 𝑦′ be a
new ranking and 𝑦 be the original ranking, we aim to bound the
maximum loss in utility when switching from 𝑦 to 𝑦′:

L(𝑦,𝑦′) ≤ −max
𝜐
𝑈 (𝑦,𝜐)−𝑈 (𝑦′, 𝜐) = −min

𝜐
𝑈 (𝑦′, 𝜐)−𝑈 (𝑦,𝜐) . (22)

For ease of notation, we define 𝜔𝑑,𝑦 as the weight at the rank of
document 𝑑 in ranking𝑦, with𝜔𝑑,𝑦 = 0 if 𝑑 is not in𝑦. Furthermore,
we assume that relevance is always between zero and some max-
imum value 𝑉 : 𝜐𝑑 ∈ [0,𝑉 ]. This allows us to make the following
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derivation that leads to our novel loss L(𝑦,𝑦′):

min
𝜐
𝑈 (𝑦′, 𝑦) −𝑈 (𝑦,𝑦) = min

𝜐

∑
𝑑∈𝑦∪𝑦′

(𝜔𝑑,𝑦′ − 𝜔𝑑,𝑦)𝜐𝑑 (23)

= min
𝜐

∑
𝑑∈𝑦

min(0, 𝜔𝑑,𝑦′ − 𝜔𝑑,𝑦)𝜐𝑑 = 𝑉
∑
𝑑∈𝑦

min(0, 𝜔𝑑,𝑦′ − 𝜔𝑑,𝑦)

∝
∑
𝑑∈𝑦

min(0, 𝜔𝑑,𝑦′ − 𝜔𝑑,𝑦) ≔ −L(𝑦,𝑦′) .

We note that the step after (23) is valid because 𝜐𝑑 = 0 is possible,
hence any positive difference of𝜔𝑑,𝑦′ −𝜔𝑑,𝑦 is always cancelled out
by a zero relevance label in the minimization. For similar reasons,
we can discard all documents that are in 𝑦′ but not in 𝑦.

We see that our loss penalizes all documents that are ranked
lower in 𝑦′ than in the original 𝑦, but gives no reward for rank-
ing documents higher. Penalties are based on differences in metric
weights. Thus, the loss is minimized when the rankings are iden-
tical (L(𝑦,𝑦) = 0). Importantly, L(𝑦,𝑦′) stays within the range of
possible DCG differences, and is proportional to the largest possible
loss in DCG between the rankings. In theory, this makes it a good
choice for optimizing our effectiveness-efficiency trade-off.

5.2 Optimizing ranking metrics with cutoffs
For our experiments, we adopt the approach of Qin et al. [30] by
applying differentiable approximation of the ranks of documents:
r̃ank(𝑑,𝑦) ≈ rank(𝑑,𝑦). These are straightforwardly used to ap-
proximate the metric weights of documents, e.g., for DCG:

�̃�DCG
𝑑,𝑦

= log2 (r̃ank(𝑑,𝑦) + 1)−1 ≈ 𝜔DCG
𝑑,𝑦

. (24)

However, for ranking metrics with cutoffs, e.g., DCG@K, an addi-
tional approximation is needed for the cutoff (1[rank(𝑑,𝑦) ≤ 𝐾]).
Jagerman et al. [14] apply a sigmoid function to approximate cutoffs(
1[rank(𝑑,𝑦) ≤ 𝐾] ≈ sigmoid(r̃ank(𝑑,𝑦) − 𝑘)

)
, but we find that

its gradient diminishes too quickly. As a result, if a document’s
(approximated) rank is far from the cutoff, the gradient is virtually
zero, and thereby, gradient descent is ineffective.

As an alternative, we propose the following approximationwhich
has a gradient that diminishes much slower:

1[𝑖 ≤ 𝐾] ≈ max(𝑖 − 𝐾 + 1, 1)−1 . (25)

Additionally, since the progression of the weight function beyond
the cutoff rank has no effect on the ranking metric, we prevent it
from affecting our approximation. This is done by making 𝐾 the
maximum of the input to the discounting function, together with
our cutoff approximation our differentiable document weight is:

𝜔
DCG@K
𝑑,𝑦

≈ �̃�DCG@K
𝑑,𝑦

=
max(r̃ank(𝑑,𝑦) − 𝐾 + 1, 1)−1

log2 (min(r̃ank(𝑑,𝑦), 𝐾) + 1)
. (26)

6 Experimental Setup
Our experiments compare the effectiveness-efficiency trade-offs of
compound and cascade systems. Our implementation is available
at: https://github.com/google-deepmind/compound_retrieval.

6.1 Dataset
For our experiments we use the TREC-DL (2019-2022) dataset [7]. It
consists of documents and queries together with human-annotated
relevance judgments for query-document pairs. We randomly split

the queries to create validation and test sets of 50 queries each,
the remaining queries are the training set. For cross-validation, 50
random splits are generated to repeat our experimental runs over.
Our setting is a top-1000 re-ranking task with BM25 as the first
stage-ranker, thus, per query, only documents in the top-1000 of
BM25 are used, the rest are discarded.

6.2 LLM prompts and predictions
Our compound retrieval model is built on the first-stage ranker
BM25 [33] and the Gemini 1.5 Flash LLM [36]. We utilize both a
pointwise and a pairwise prompt and use scoring mode to obtain
the probabilities of predictions. For the pointwise prompt, we use
the binary relevance prompt, first introduced by Liang et al. [17],
using the same prompt as the one described in Figure 1a of [31]:

LLMpoint (𝑑) = 𝑃LLM (‘Yes’ | prompt, 𝑑). (27)

We normalize the predicted probability based on the model logits
for the answers ‘Yes’ and ‘No’, such that the probabilities of these
two answers sum to one. Similarly, we use the pairwise PRP prompt
described in Figure 2 of [31].

LLMpair (𝑑, 𝑑 ′) = 𝑃LLM (‘Passage A’ | prompt, 𝑑, 𝑑 ′). (28)

Importantly, passageA is always presented first (corresponding to𝑑)
and passage B second (𝑑 ′), and again, we normalize the probabilities
based on the logits for the phrases ‘Passage A’ and ‘Passage B’.

6.3 Component models
For increased performance, we provide our system with different
transformations of each prediction, this makes it an extension of the
system described in Section 4. In the terms of our formal framework,
this results in eight component models in our system:

𝑀0 (𝑑) = BM25(𝑑), (29)
𝑀1 (𝑑) = LLMpoint (𝑑), 𝑀2 (𝑑) = round(𝑀1 (𝑑)),

𝑀3 (𝑑, 𝑑 ′) = LLMpair (𝑑, 𝑑 ′), 𝑀4 (𝑑, 𝑑 ′) = round(𝑀3 (𝑑,𝑑 ′)),
𝑀5 (𝑑, 𝑑 ′) = 1 − LLMpair (𝑑 ′, 𝑑), 𝑀6 (𝑑,𝑑 ′) = round(𝑀5 (𝑑 ′, 𝑑)),
𝑀7 (𝑑,𝑑 ′) = sign(LLMpoint (𝑑) − LLMpoint (𝑑 ′)) .
In actuality, all component models are based on the underlying
LLM (and BM25), but in our formal framework each model outputs
a single prediction, thus formally we have eight components. In-
terestingly, this means we are not just learning where to apply the
LLM but also how to prompt it and how to transform its predictions.

Part of our transformations are based on rounding (𝑀2,𝑀4,𝑀6,
𝑀7) as previous work on PRP found rounding to result in better
ranking [32]. Additionally, previous work found that the order of
presentation in a pairwise prompt matters, i.e., LLMpair (𝑑, 𝑑 ′) ≠
1 − LLMpair (𝑑 ′, 𝑑) [32]. Therefore, we also use predictions of pairs
where a document is the second in the prompt (𝑀5,𝑀6). Lastly, we
found that most pointwise LLM predictions of relevance are close
to zero or one, making them uncalibrated for ranking. As a solution,
we include pseudo-pairwise predictions that are simply the sign of
the difference between two pointwise predictions (𝑀7), this adds
stability to the optimization without any re-calibration of our LLM.

Our selection policy is still based on the original pointwise and
pairwise predictions, we simply consider one of the transformed
predictions selected if its underlying LLM prediction(s) are selected.
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Thus, our selections are still a sampled vector 𝑠point ∈ Z𝐾0
2 and

a sampled matrix 𝑠pair ∈ Z𝐾0×𝐾0
2 from which the corresponding

selections (𝑠1, . . . , 𝑠7) can be inferred by a simple mapping:

𝑠point (𝑑) = 1←→ 𝑠1 (𝑑) = 1 ∧ 𝑠2 (𝑑) = 1,
𝑠pair (𝑑, 𝑑 ′) = 1←→ 𝑠3 (𝑑,𝑑 ′) = 1 ∧ 𝑠4 (𝑑, 𝑑 ′) = 1,
𝑠pair (𝑑 ′, 𝑑) = 1←→ 𝑠5 (𝑑,𝑑 ′) = 1 ∧ 𝑠6 (𝑑, 𝑑 ′) = 1,

𝑠point (𝑑) = 1 ∧ 𝑠point (𝑑 ′) = 1←→ 𝑠7 (𝑑,𝑑 ′) = 1. (30)

Similarly, our scoring function 𝑓 consists of eight linear subfunc-
tions 𝑓 = (𝑓0, 𝑓1, . . . , 𝑓7), each corresponding to one of the models.
The first function 𝑓0 is the same as in Eq. 15; the functions corre-
sponding to pointwise components (𝑓1, 𝑓2) follow Eq. 16 but have
separate 𝐵𝑟 and 𝐶𝑟 variables per function; likewise, the functions
for the pairwise components (𝑓3, . . . , 𝑓7) follow Eq. 17 with separate
variables per function as well. Our final scoring function becomes:

𝑀∗ (𝑑 | 𝑓 , 𝑠) = 𝑓0 (𝑅−10 (𝑑)) + 𝑓1 (𝑠1 (𝑑), 𝑠1 (𝑑) ·𝑀1 (𝑑), 𝑅−10 (𝑑))
+ 𝑓2 (𝑠2 (𝑑), 𝑠2 (𝑑) ·𝑀2 (𝑑), 𝑅−10 (𝑑)) + (31)∑

𝑖∈{3,...,7}

∑
𝑑′∈𝑅0

𝑓𝑖 (𝑠𝑖 (𝑑,𝑑 ′), 𝑠𝑖 (𝑑,𝑑 ′) ·𝑀𝑖 (𝑑,𝑑 ′), 𝑅−10 (𝑑), 𝑅
−1
0 (𝑑

′)).

Analogous to our simple model, this can be rewritten to matrix
operations following the approach of Section 4.6.

6.4 Selection policy and scoring function
As discussed in the final paragraph Section 4.6, we use two under-
lying neural networks to build the variable matrices to increase
regularity and generalization capability. Both networks have three
hidden layers of 64 units with sigmoid activation functions. The
first network takes as input a rank 𝑟 ∈ {1, . . . , |𝑅0 |} (corresponding
to an index for a vector) and outputs a value for 𝐴𝑟 ; values for
𝐵𝑟 and 𝐶𝑟 for each pointwise model; and a value for the selection
policy 𝜋 (𝑠point [𝑟 ] = 1) (Eq. 5). Similarly, the second network takes
as input a pair of ranks (𝑟, 𝑟 ′) and outputs a value for 𝐴𝑟,𝑟 ′ ; values
for 𝐵𝑟,𝑟 ′ and 𝐶𝑟,𝑟 ′ for each pairwise model; and a value for the se-
lection policy 𝜋 (𝑠pair [𝑟, 𝑟 ′]) = 1. Thus, with only two small neural
networks, every variable for our scoring function is generated.

6.5 Optimization of trade-off curves
Optimization is performed through stochastic gradient descent, our
entire dataset and pre-computed LLM predictions fit in memory
enabling full batch optimization. As our loss functions, in the su-
pervised setting, we optimize the DCG@𝐾 loss using the rank and
cutoff approximations from Section 5.2 [14]; in the self-supervised
setting, we apply the ranking distillation loss from Section 5.1 with
DCG@𝐾 weights, we refer to this loss as distil-DCG@𝐾 . The distil-
lation loss is computed with respect to the PRP ranking, as this is
expected to maximize effectiveness. Thus, in our supervised setting,
we use labels to optimize the DCG of our system under efficiency
constraints; and in the self-supervised setting, we optimize a system
to produce rankings similar to PRP but at higher efficiency.

We optimize each individual system through 15000 gradient
steps with the Adamax optimizer [16]. At the end of optimization,
the parameters are chosen that produced the highest validation loss,
subsequently, the learned selection policy is made deterministic as
described in Section 4.5 with 250 samples.

To create our trade-offs, we use 200 values for 𝛼 (Eq. 10) in a
geometric sequence from 1 to 10−5. A compound system is optimized
for each value with a different random seed, subsequently, we
discard all systems that have a higher costs and a worse validation
loss than others. From the remaining points, a curve is created
by linear interpolation between the points, this is required for
the computing of a mean curve and its standard deviation for our
evaluation. Separate curves are generated for 𝐾 ∈ {25, 100, 1000}.

6.6 Evaluation and baselines
Our evaluation metrics match our optimization settings: top-𝐾
normalized DCG (nDCG@𝐾 ) [15] and distil-DCG@𝐾 . For the cutoff
𝐾 , we always report the performance of the method that optimized
a matching 𝐾 (e.g., for nDCG@100, we report the mean for our
systems that optimized DCG@100 or distil-DCG@100). All our
reported results are (test-set) averages of 50 trade-off curves created
by 50 independent runs of 50 different splits of data.

As baselines, we apply the pointwise ranking model and PRP
as a top-𝐾 re-rankers over the top-1000 of BM25, thus simulating
a cascading retrieval system with a single re-ranking stage. Addi-
tionally, we apply a version of PRP that uses half the number of
pairwise comparisons, by only selecting pairwise comparisons in
one direction. To create trade-off curves, we vary 𝐾 from 1 to 1000;
baseline results are also averages over the same 50 data splits.

7 Experimental Results
7.1 Effectiveness-efficiency trade-offs
Figure 2 displays the effectiveness-efficiency trade-off curves of
our compound retrieval systems and baseline systems, in terms of
nDCG@𝐾 and distil-DCG@𝐾 over the number of LLM calls per
query (𝑁 ). Table 1 reports nDCG@100 for specific 𝑁 values of all
systems with results of significance testing.

The trade-off curves for the pointwise re-ranker and PRP reveal
that PRP ultimately reaches much higher nDCG, but for equal 𝑁 ,
pointwise always outperforms PRP. The salient difference is that
after using 𝑁 = 1000 predictions to re-rank the entire top-1000, the
pointwise system cannot increase 𝑁 any further. Interestingly, PRP
with half the pair predictions is more effective than standard PRP.

Surprisingly, for all𝐾 ∈ {25, 100, 1000}, our supervised compound
system reaches higher nDCG@K than the baselines even atmaximal
costs: It outperforms pointwise with 𝑁 =103 LLM calls, PRP with
𝑁 =106 and PRP half-pair with𝑁 = 106

2 . Thus, the compound system
must have learned aggregation strategies that improve the standard
behavior of its componentmodels.We think this is achieved because
the compound model can consider a mixture of predictions when
re-ranking, whereas the cascading system only uses the predictions
of a single model. Thus, for example, the compound system might
penalize documents ranked low by BM25, so that they require more
positive pointwise and PRP predictions to reach the front of the
ranking. This is surprising since compound retrieval systems are
designed for balancing effectiveness with efficiency, and not for
direct effectiveness improvements.

Furthermore, the supervised compound system clearly provides
the best trade-off curves for nDCG when 𝑁 >200, where it matches
and outperforms pointwise, reaches PRP’s performance with over
ten times fewer LLM calls, and has similar gains over PRP half-pairs.
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Figure 2: Effectiveness-efficiency trade-off curves (averages over 50 runs), created by optimizing compound systems with vari-
ous trade-offweight, and varying the top-𝐾 to re-rank for cascade systems. Annotations indicate highest baseline effectiveness.

Table 1 indicates that these improvements are statistically signifi-
cant for nDCG@100. However, when 𝑁 <200, the nDCG from both
compound systems drops below that of pointwise, thus, it appears
our optimization is less effective for DCG under such extreme ef-
ficiency constraints. We have ruled out overfitting but could not
determine the cause, we speculate our gradient approximations
degrade under extreme sparsity. The self-supervised compound
system does not reach the same nDCG curve as its supervised coun-
terpart, this is likely because it is optimized for distillation instead
of ranking performance. Nevertheless, without additional labels, it
provides a considerably better nDCG trade-off than PRP.

For distil-DCG, an outstanding trade-off curve is achieved by
the self-supervised compound system; it closely matches pointwise
until 𝑁 = 103 when it starts to considerably outperform all other
systems until perfect distil-DCG is reached at 𝑁 =106. This reveals
that the self-supervised compound system can provide rankings
much more similar to PRP’s top-1000 re-ranking than when using
PRP as a re-ranker on a smaller top-𝐾 . As expected, the supervised
compound system provides a curve that performs worse and does
not converge at zero. This can be explained by the fact that it out-
performs PRP in terms of nDCG, it is thus intentionally converging
on a different ranking than PRP, whilst this leads to significantly
higher nDCG, it naturally produces a non-zero distillation loss.

To summarize, our optimized compound retrieval systems pro-
vide significantly better overall effectiveness-efficiency trade-off
curves. In particular, supervised optimization leads to the best
nDCG results, including 10× efficiency improvements over PRP, but
we note that our systems falter on very sparse strategies (𝑁 <200).

7.2 Strategies learned by compound systems.
To investigate the behavior of our compound systems, we examined
their learned selection policies. We found these to vary widely, de-
pending on the optimization loss and efficiency constraints applied.
Figure 3 displays eight example policies that exhibit several recur-
ring patterns: 1) Example (a) learned a cascading behavior in the
self-supervised setting that only gathers pointwise predictions on

Table 1: NDCG@100 for varying numbers of LLM calls. Re-
sults are means over 50 independent runs, brackets show
standard deviations; △/▽ indicate significantly higher/lower
results over the best baseline (𝜌 < 0.01, two-sided t-test).

# LLM calls 𝑁 = 102 𝑁 = 103 𝑁 = 104 𝑁 = 105

Cascading Retrieval Systems

PRP 0.373 (0.0311) 0.395 (0.0321) 0.427 (0.0322) 0.497 (0.0329)
PRP (Half) 0.379 (0.0320) 0.404 (0.0319) 0.451 (0.0328) 0.513 (0.0326)
Pointwise 0.411 (0.0326) 0.483 (0.0335) - -

Compound Retrieval Systems

Self-super. 0.374▽(0.0285) 0.496△(0.0331) 0.497△(0.0368) 0.526 (0.0331)
Supervised 0.384▽(0.0323) 0.502△(0.0336) 0.519△(0.0320) 0.534△(0.0320)

the top-274 of BM25. 2) Example (b) gathers pairwise comparisons
of the top-50 with the top-100 in one direction, appearing as a small
triangle. 3) Examples (c) and (d) combine pointwise and pairwise
predictions, a typical behavior in the supervised setting. 4) Many
policies gather all pairwise comparison with a top-𝐾 in a single
direction, which appears as black bars on the matrix edges, e.g., in
examples (d), (e) and (g). This seems to be an efficient strategy to
find top documents. 5) Example (f) and (h) display a typical pat-
tern where all pairwise comparisons are gathered for pairs that are
both in a top-𝐾 , fewer are gathered for pairs with only one in the
top-𝐾 , and very few where neither are in the top-𝐾 . Importantly,
except for example (a), none of these behaviors can be recreated by
a cascading retrieval system, thus, each reveals a newly discovered
strategy that only compound retrieval systems can perform.

8 Related Work
Our work is most related to existing literature on cascading re-
trieval system optimization [9, 19, 38]. When introducing cascading
systems Wang et al. [38] propose using AdaRank [41] to optimize
the cascade structure and parameters; Gallagher et al. [10] extends
this approach with a joint optimization of the underlying ranking
models; a direction continued by Qin et al. [29] and Zheng et al. [47].
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(a) Distil-DCG@25 loss, 𝑁 = 274. (b) Distil-DCG@100 loss, 𝑁 = 3013. (c) DCG@25 loss, 𝑁 = 19870. (d) DCG@25 loss, 𝑁 = 103000.
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(e) Distil-DCG@100 loss, 𝑁 = 103774. (f) Distil-DCG@25 loss, 𝑁 = 212540. (g) Distil-DCG@1000 loss, 𝑁 = 228009. (h) Distil-DCG@100 loss, 𝑁 = 330653.
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Figure 3: Examples of (deterministic) selection policies of our optimized compound retrieval systems. Top bars display the se-
lection of pointwise predictions, squarematrices that of pairwise predictions (blackmeans selected). Pixels indices correspond
to the first-stage ranking (e.g., the 𝑖th pixel in the top-bar indicates whether the pointwise prediction for 𝑖th document in the
BM25 ranking was selected). Above each policy is the ranking loss used for optimization and its total number of selections 𝑁 .

To the best of our knowledge, no previous work has considered
alternatives to cascading retrieval system designs.

Several works use LLMs to re-rank by directly generating a
permutation [22, 25, 28, 34], they encode the entire document
set [28, 34], or predict over subsets and aggregate (a.k.a. listwise
comparisons) [22, 25]. Because we find scalability essential, we only
consider approaches that execute a single round of LLM predictions
in parallel. Pointwise relevance generation [17] and pairwise com-
parisons [31] meet this requirement. Qin et al. [31] propose sorting
strategies for PRP with fewer pairwise predictions, but these are
no longer scalable. Liusie et al. [21] also optimize a selection policy
to gather pairwise comparisons from an LLM, but for evaluating
natural language generation performance, not retrieval.

9 Conclusion and Future Work
This work has proposed the concept of compound retrieval systems
as any retrieval system that uses multiple prediction models to cre-
ate rankings. This is a generalization of cascade retrieval systems
that are limited to sequential top-𝐾 ranking. Furthermore, we have
introduced a framework for optimizing compound retrieval sys-
tems for a given effectiveness-efficiency trade-off in supervised or
self-supervised settings. Our framework optimizes system design
through two fundamental tasks: (i) learning what predictions to
gather from component models, and (ii) learning how to aggregate
these predictions to construct a ranking. In our experiments, we
optimized compound retrieval systems that combine BM25 with an
LLM under pointwise and pairwise prompting. Our experimental
results show that our optimized systems provide significantly better
trade-off curves than its component models (applied in a cascading
system), but leave room for improvement under extreme efficiency
constraints. An analysis of the learned policies reveals that our com-
pound systems apply a diverse set of strategies that adapt to the

optimization objective, including existing strategies such as top-𝐾
re-ranking, but mostly consisting of never-before-seen strategies
that are unique to compound retrieval systems. Lastly, we note that
many of the observed advantages were achieved without supervi-
sion of relevance labels, indicating a very wide applicability.

This work challenged the cascading paradigm in the IR field, and
thereby, revealed an enormous potential for optimized compound
retrieval systems, that we hope opens many exciting new direc-
tions for future research. Finally, there are limitations of our work
that also hint at the many possible extensions of our framework:
Firstly, the compound system we have presented in this work only
performs a single re-ranking step, and accordingly, was also only
compared with single re-ranking cascading systems. A natural next
direction is to extend our framework to allow for intermediate re-
ranking steps, i.e., with an approach as Gallagher et al. [10], this
would make it a generalization of multi-stage cascades. Secondly,
our scoring aggregation functions were limited to simple linear
transformations, more complex non-linear functions could poten-
tially improve performance much further. Thirdly, our component
models were limited to pointwise and pairwise prediction mod-
els, but many other models could be included, e.g., for set-wise
predictions, query-transformations, etc. With the introduction of
compound retrieval systems, the possibilities appear endless.
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